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Preface

This document describes the administration tasks for Hitachi UCP Advisor 2.5 software.

Intended audience

This document is intended for VMware Administrators who manage Hitachi UCP
systems.

Administrators should have storage, networking, server, and virtualization experience.

Product version

This document revision applies to Hitachi UCP Advisor version 2.5 or later.

Release notes

Read the release notes before installing and using this product. They may contain
requirements or restrictions that are not fully described in this document or updates or
corrections to this document. Release notes are available on Hitachi Vantara Support
Connect: https://knowledge.hitachivantara.com/Documents.

Document conventions

This document uses the following typographic conventions:

Convention Description
Bold * Indicates text in a window, including window titles, menus,
menu options, buttons, fields, and labels. Example:
Click OK.
* Indicates emphasized words in list items.

Preface
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Document conventions

Convention Description
Italic = Indicates a document title or emphasized words in text.

* Indicates a variable, which is a placeholder for actual text
provided by the user or for output by the system. Example:
pairdisplay -g group
(For exceptions to this convention for variables, see the entry for
angle brackets.)

Monospace Indicates text that is displayed on screen or entered by the user.

Example: pairdisplay -g oradb

<>angle Indicates variables in the following scenarios:

brackets = Variables are not clearly separated from the surrounding text or
from other variables. Example:
Status—<report-name><file-version>.Csv

= Variables in headings.

[1square Indicates optional values. Example: [ a | b ] indicates that you can
brackets choose a, b, or nothing.
{} braces Indicates required or expected values. Example: { a | b} indicates

that you must choose either a or b.

| vertical bar Indicates that you have a choice between two or more options or

arguments. Examples:
[ a | b]indicates that you can choose a, b, or nothing.

{a | b}indicates that you must choose either a or b.

This document uses the following icons to draw attention to information:

Icon Label

Description

E Note

Calls attention to important or additional information.

9 Tip

Provides helpful information, guidelines, or suggestions for
performing tasks more effectively.

n Caution

Warns the user of adverse conditions and/or consequences
(for example, disruptive operations, data loss, or a system
crash).

Preface
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Conventions for storage capacity values

Icon

Label Description

A

WARNING Warns the user of a hazardous situation which, if not
avoided, could result in death or serious injury.

Conventions for storage capacity values

Physical storage capacity values (for example, disk drive capacity) are calculated based
on the following values:

Physical capacity unit Value
1 kilobyte (KB) 1,000 (103) bytes
1 megabyte (MB) 1,000 KB or 1,0002 bytes
1 gigabyte (GB) 1,000 MB or 1,0003 bytes
1 terabyte (TB) 1,000 GB or 1,000% bytes
1 petabyte (PB) 1,000 TB or 1,000° bytes
1 exabyte (EB) 1,000 PB or 1,000° bytes

Logical capacity values (for example, logical device capacity, cache memory capacity) are
calculated based on the following values:

Logical capacity unit Value
1 block 512 bytes
1 cylinder Mainframe: 870 KB
Open-systems:
= OPEN-V: 960 KB
= Others: 720 KB
1 KB 1,024 (2'9) bytes
1 MB 1,024 KB or 1,0242 bytes
1GB 1,024 MB or 1,0243 bytes
1T8B 1,024 GB or 1,024% bytes
1PB 1,024 TB or 1,024° bytes

Preface
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Accessing product documentation

Logical capacity unit Value

1EB 1,024 PB or 1,024° bytes

Accessing product documentation

Product user documentation is available on Hitachi Vantara Support Connect: https://
knowledge.hitachivantara.com/Documents. Check this site for the most current
documentation, including important updates that may have been made after the release
of the product.

Getting help

Hitachi Vantara Support Connect is the destination for technical support of products and
solutions sold by Hitachi Vantara. To contact technical support, log on to Hitachi Vantara
Support Connect for contact information: https://support.hitachivantara.com/en_us/
contact-us.html.

Hitachi Vantara Community is a global online community for Hitachi Vantara customers,
partners, independent software vendors, employees, and prospects. It is the destination
to get answers, discover insights, and make connections. Join the conversation today!
Go to community.hitachivantara.com, register, and complete your profile.

Comments

Please send us your comments on this document to
doc.comments@hitachivantara.com. Include the document title and number, including
the revision level (for example, -07), and refer to specific sections and paragraphs
whenever possible. All comments become the property of Hitachi Vantara Corporation.

Thank you!
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Chapter 1: Getting started

Hitachi UCP Advisor provides a single framework for managing diverse and distributed
environments across the UCP system family.

Overview of UCP Advisor
Hitachi UCP Advisor provides detailed information about the infrastructure components
and allows you to manage operations for connected devices.

UCP Advisor simplifies infrastructure operations. Seamless integration allows automated
provisioning of the UCP systems--for both the converged, and hyperconverged
infrastructure. It provides unified management, central oversight, and smart life-cycle
management for firmware upgrades, element visibility, and troubleshooting.

Features

Hitachi UCP Advisor provides pertinent information and allows you to manage
operations for connected devices.

Chapter 1: Getting started
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UCP Advisor environment

Major features include:

= Simplified deployments: UCP Advisor simplifies IT management and orchestration for
faster and easier deployment of converged and hyperconverged systems.

= Automated upgrades from previous versions.

= Federated system management: UCP Advisor enables simplified management of one
or many Unified Compute Platform systems, including converged and
hyperconverged systems. UCP Advisor allows provisioning of compute nodes, storage,
Ethernet, and Fibre Channel from a single, unified management interface.

= Easy synchronization of VLANs with rack switches: UCP Advisor intelligently
synchronizes the virtual, distributed switch trunk VLANs with the node switch
interfaces on the rack switches and allows easy port-level VLAN management.

= Simple, one-click firmware upgrade: The upgrade firmware option allows you to
download a firmware bundle from the Hitachi portal and upload it to UCP Advisor.
Supports firmware upgrade for compute nodes and Ethernet, or Fibre Channel
switches. The simple, one-click automated upgrade process upgrades the firmware by
moving the compute hosts into maintenance mode, applying relevant patches, and
bringing hosts back online.

= Integration with VMware applications.

*  VMware vRealize Orchestrator: UCP Advisor integrates seamlessly with vRealize
Orchestrator. You can initiate workflows such as managing compute nodes,
performing data backup/restores, and provisioning of datastores. You can also
track, manage, and complete the workflows in vRealize Orchestrator.

* VMware vRealize Loglnsight: UCP Advisor tightly integrates with vRealize Loglnsight
to provide a single interface to monitor system-level activities and provide security
audit logs for the UCP environment. This enables you to quickly identify security-
level breaches and detect unauthorized access from rogue IPs.

* Intelligent automation and orchestration with Hitachi Automation Director (HAD):
Integration with Hitachi Automation Director enables IT process automation and
smart infrastructure provisioning capabilities. UCP Advisor leverages the smart
provisioning workflows and templates available through HAD.

UCP Advisor environment

The UCP Advisor environment consists of a UCP Controller (management node) and the
onboarded Advisor Gateways.

A typical UCP Advisor environment is shown below.

Chapter 1: Getting started
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Supported features and hardware

LCP Controller

- " - Management Node

Advisor Gateway 1 Advisor Gateway 2 Advisor Gateway 3

& Servers = Servers = Servers
* |P & FC Switches s |P & FC Switches = |P & FC Switches
= Storage = Storage = Storage

UCP-1 UCPp-2 UCP-3

The management node is the server on which the UCP Advisor components, UCP
Controller VM, and Advisor Gateway VM are installed. The UCP Advisor software is
deployed on clustered server nodes. The management node has redundant connections
to ensure connectivity to UCP Advisor systems. For every UCP Advisor system, a single
controller VM is deployed and can manage one or many UCP converged infrastructure

(Cl) or UCP hyperconverged (HC) systems, as long as an Advisor Gateway VM is deployed
per system.

Each UCP Cl system includes Ethernet and Fibre Channel switches, storage systems,

servers, and compute nodes and is connected to the controller VM via individual gateway
VMs in each Cl, HC, and RS system.

Supported features and hardware

The following tables identify the UCP Advisor features and hardware supported by each
UCP Advisor appliance.
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UCP Cl appliances

Supported features and hardware

UCP CI 1.1/1.0 multirack

UCP CI 1.1 single rack

Supported features/hardware (Skylake) (Skylake)
Server Inventory Yes Not supported
Provisioning Yes
Firmware Update No
Ethernet Inventory Yes
Provisioning Yes
Firmware Update Yes
Fibre Inventory Yes
Channel
Provisioning Yes
Firmware Update Yes
Storage Inventory Yes
Provisioning Yes
Chassis N/A N/A
Server DS120 DS120
Network Ethernet Cisco 93180YC Cisco 93180YC
Cisco 93180LC
Fibre Channel Brocade G620 N/A (direct attached)
Management Cisco 3048 Cisco 3048
Storage VSP F400 VSP F400
VSP F600 VSP F600
VSP F800 VSP G400
VSP F1500 VSP G600
VSP G200
VSP G400
VSP G600
VSP G800
VSP G1000
VSP G1500
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UCP HC appliances

Supported features and hardware

Supported features/hardware

UCP HC (Skylake)

UCP HC (Broadwell)

Server Inventory Yes Yes
Provisioning Yes' Yes'
Firmware Update No No
Ethernet Inventory Yes Yes
Provisioning Yes No
Firmware Update Yes No
Fibre Inventory N/A (vVSAN) N/A (VSAN)
Channel
Provisioning N/A (vSAN) N/A (vVSAN)
Firmware Update N/A (VSAN) N/A (VSAN)
Storage Inventory Yes (VSAN) Yes (VSAN)
Provisioning No (VSAN) No (VSAN)
Chassis N/A N/A
Server DS120 D51B-2U1TN
DS220 T41S-2U4N
Network Ethernet (Optional) (Optional)
Cisco 93180YC Brocade 6740/6940
Cisco 93180LC
Fibre Channel N/A (vSAN) N/A (vSAN)
Management (Optional) (Optional)
Cisco 3048 Brocade 7450
Storage N/A (VSAN) N/A (VSAN)
Note

1. Server provisioning: server LID, power control, boot options, deploy ESXi host to
data center/cluster.

UCP RS appliances

Supported features/hardware

UCP RS (Skylake)

UCP RS (Broadwell)

Server

Inventory

Yes

Yes
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Supported features and hardware

Supported features/hardware

UCP RS (Skylake)

UCP RS (Broadwell)

Provisioning Yes' Yes'
Firmware Update No No
Ethernet Inventory No No
Provisioning No No
Firmware Update No No
Fibre Inventory N/A (VSAN) N/A (VSAN)
Channel
Provisioning N/A (vVSAN) N/A (vVSAN)
Firmware Update N/A (VSAN) N/A (VSAN)
Storage Inventory Yes (VSAN)2 Yes (VSAN)?2
Provisioning No (VSAN) No (VSAN)
Chassis N/A N/A
Server DS120 D51B-2U1TN
Network Ethernet (Managed by VCF) (Managed by VCF)
Cisco 9332PQ Cisco 9372PX
Cisco 93180YC Cisco 9332PQ
Cisco 93180YC
Fibre Channel N/A (vVSAN) N/A (VSAN)
Management (managed by VCF) (Managed by VCF)
Quanta T1048 LB9 Quanta T1048 LB9
Storage N/A (vSAN) N/A (vSAN)
Notes

1. Server provisioning: server LID, power control, boot options, deploy ESXi host to

data center/cluster.

2. VvSAN information for primary vCSA workload domain hosts only and onboard, but

no vSAN information on nonprimary vCSA workload domain.

UCP 2000 appliances

Supported features/hardware

UCP 2000 (Broadwell)

Server

Inventory

Yes
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Supported features and hardware

Supported features/hardware UCP 2000 (Broadwell)
Provisioning Yes
Firmware Update No
Ethernet Inventory Yes
Provisioning No
Firmware Update No
Fibre Channel Inventory Yes
Provisioning No
Firmware Update No
Storage Inventory Yes
Provisioning Yes
Chassis N/A
Server T41S-2U4N
Network Ethernet Brocade 6740/6940
Fibre Channel Brocade 6505/6510
Management Brocade 7450
Storage VSP F400
VSP F600
VSP F800
VSP G200
VSP G400
VSP G600
VSP G800

Note

1. Server provisioning: server LID, power control, boot options, deploy ESXi host to
data center/cluster, replace ESXi host in vCenter (only same source and target
firmware version).

Chapter 1: Getting started
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UCP 4000 appliances

Supported features and hardware

Supported features/hardware

UCP 4000 Cisco Rev 3

Server Inventory Yes
Provisioning No
Firmware Update No
Ethernet Inventory Yes
Provisioning No
Firmware Update No
Fibre Channel Inventory Yes
Provisioning No
Firmware Update No
Storage Inventory Yes
Provisioning Yes
Chassis CB500
Brocade 6546 in Chassis FC
Server HB3, HB4
Network Ethernet Cisco Nexus 9372
Cisco Nexus 9332
Fibre Channel Brocade 6510
Management Cisco 3048
Storage VSP F400
VSP F600
VSP F800
VSP F1500
VSP G200
VSP G400
VSP G600
VSP G800
VSP G1000
VSP G1500
Notes
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Supported software

Supported features/hardware UCP 4000 Cisco Rev 3

1. Server provisioning: server LID, power control, boot options, deploy ESXi host to
data center/cluster, replace ESXi host in vCenter (only same source and target
firmware version).

Supported software

The UCP Advisor environment can include the following software programs. Prior to
deploying, verify that the required software is installed and configured.

Required software

Software Version
VMware ESXi 6.5 U1 (Build 7388607)
VMware vCenter Server Appliance 6.5 Ule (Build 7515524)
VMware PowerCLI 6.5.2.6268016
UCP Advisor Controller 2.5.0.556
UCP Advisor Gateway 6.0.0.3115
Java 8u161 (64-bit) (8.0.1610.12)
Python 2.7.6 (64-bit)
Redis 3.0.503
OpenSSH 7.5.1

VMware software (optional)

Component Version
vSAN 6.6.1
vRealize Orchestrator (vRO) 7.3
VRealize Log Insight (vRLI) 4.5
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UCP Advisor Controller and Gateway VMs

Hitachi software (optional)

vRO

Hitachi Vantara Version
Hitachi Automation Director 8.5.3
Hitachi Compute Connector Plugin for 01.4.1.5773

Hitachi Storage Connector Plugin for vRO [ 01.4.1.818

Hi-Track

8.1

The software architecture and how it is deployed in a management node is shown in the

following figure.

Required
uce
Controller AGW VM
vm

VMware
vCenter

Optional
VMware VMware Hitachi
vRealize vRealize Automation
Orchestrator Log Insight Director

VMware ESXi Hypervisor

Management Node

UCP Advisor Controller and Gateway VMs

UCP Advisor is comprised of the following virtual appliances.

The following table shows the amount of resources assigned to the UCP Advisor

Controller VM.

Resources

Server and quantity (default
configuration at deployment)

Operating System

Windows Server 2016

RAM

16 GB

CPU

4 vCPUs (default)
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Supported browser

Server and quantity (default
Resources configuration at deployment)
Disk 250 GB (thin-provisioned disk)
Network 1 vNIC (connect to Management VLAN
VMXNET3)
Supported virtualization host ESXi 6.5 Update-1

The following table shows the amount of resources assigned to the UCP Advisor Gateway

VM.
Resource Quantity

Operating Sytem Cent0S 7.3

RAM 2 GB (default)

CPU 2 vCPUs (default)

Disk 40 GB (thin-provisioned disk)
Network 1 vNIC (connect to management VLAN

VMXNET3)
Supported virtualization host ESXi 6.5 Update-1

Supported browser

Hitachi UCP Advisor supports Chrome browser for Windows, Mac, and Linux. The
required version is 60.0 and later.

Accessing UCP Advisor

You access UCP Advisor from the VMware vSphere Web Client.

Procedure

1. Log on to the VMware vSphere Web Client using your vCenter Administrator
credentials (you must have Administrator role permission).
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Accessing UCP Advisor

ymware vsphere Web Client  #=s

| | Gering St

4727234241

Whatis wCenmr Sener?

vCervier Server aliows you o manage
multple ESXESX hosts o el
machines on them Bec

y thie: MI ere
uu.ul nuEnines

Basic Tasks

¥ Create a folder
[ Create Datacenter

MY U S s @

Summary Montor  Cordgure  Permssions.

Datacenters Hosis 4 C1

Explore Further
Learn more about folders
Leam about datacenters

) | Adminsiralce@SCPODFLOCAL = | Help «

"Ms Datasioees MNebworks  Linked vCe

Exdensons  Updake Ma

o

2. From the Home menu, located in the upper left area of the vSphere Web Client
window, select UCP Advisor. All currently available UCP system appliances are

shown.

E Note: In most cases, the UCP system and the devices required by your
site will already have been registered and onboarded during the pre-
deployment configuration. If you do not see the appliances that you
expect, or if you need to add a new one, follow the procedure described

in Registering a UCP system (on page 79) .

3. Select the UCP System appliance that you want to access. A choice of all currently
onboarded compute, storage, or network devices is provided on the UCP Advisor

window.

suseL wase (g) [

|l

[o] Innsmd uppa (ol

ey (2}

MNavigator
4 Back »

B | O UCP Advisor

UCP I ntory

M Compute

. Storage

= Network

] Adminisiration

- Applicatons
) WRealize Orchestral
‘| vRealze Log Insighl 1

\N

2

§

Compute Details

v UCP Servers
> UKIS0700126
» UKIS0800177
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Accessing UCP Advisor

a Note: If you need to onboard additional devices, see Automatically
adding resources using a CSV file (on page 82) or Manually adding
resources (on page 84) and add the necessary devices before
continuing with the next steps.

4. C(lick the icon representing the type of devices you want to manage. Depending on

6.

the type of device you select, a listing of available devices is shown. Following is an
example of a storage device listing.

vmware" vSphere Web Client  #A=

fadanior AR K .
Objects =
s
(C Retresh Siorage System | @Ghactons + Q - |2
|3
Mams e Management i Add ct.0dé Viarsn 1]
WSP_Ga00 (410100) 410108 VER_GXO0 172174273 83-04.42.60000 | #
r,; 1
L
13|
|#]
|E]
|5
| |
(2]
I3l
L&
o}
|
=H |
g
E
] 10bjects [o Export [y Copy~
) (10 Recent Gtgects

In the Navigator window (or listing of devices shown on the right), double-click on
the device you want to access. As an example, the management window for the

selected storage system device is shown with the Manage tab selected.
vsk Gooo (aiiss) (' i [{ @ B hactions -

Summary | Manage

Datastores | Panty Groups | Logical Units. | Storage Pools | Perss | HostGroups | Repiicaton Pairs [Resouree Groups |

&

Resource Group 1D Name wirtusi Device Type Virtusl Device 1D Mets Resourca Sarisl
o Lo W T Ve GR00 441158 441158

2 WCPCompite VSF GROD 41456 441158

1 WCPManagamant VSR GROO 231156 441158

1023 MAS_Platform_System_REC VSR GXDO 241158 441158

Page 1 of1 Displaying tems 1 . 4 of 4

Click the Summary tab to get general information about the device, or click the
Manage tab to access various management options.
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Chapter 2: Managing storage resources

UCP Advisordynamically allocates storage resources to virtual machines or hosts in the
UCP Advisor environment.

Storage device inventory

You can manage storage systems configured in your UCP Advisor environment.
Click the Summary tab to access details regarding the currently selected storage system.

VSP_o1000(88918)  ( 3 [ P O (Hcbons -

Summary | Manage

VSP_G1000 (S6918) Capacity
. Hodel: WER_G1000 - P
Serial Mumber: S6n9 -
WUsed Capacity B43TE
— Management [P Address:  172.17.47.6% Free Capacity 26.27 TB
— Totsl Capacity 34707
Firmware: 00-05-42-00/00 o eiihll
Staius: Hormal
Event 1D Description Severity Component Type
21804f RID path closed MODERATE DORC_ENVIRONMENT 6/30/2016 11:07:39 &M
TedbO0 T/16/2007 4:07:37 AH
21804f RIO path dosed MODERATE DHC_ENVIRONMENT 7/16/2017 4:05:42 AM
Fofo0 Rebooted without volat. SERVICE M 5§/31/2016 1:10:08 PM
sfcyet sERIOUS ORIVE 11/11/2016 10:18:31 AR
218000 RIO path dosed MODERATE DEC_ENVIRONMENT 1/20/2017 8:14:02 AM
Faroo 5/29/2016 11:39:13 /M -
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Managing datastores

The following details are provided on the Summary tab:

Model:
Identifies the model number of the storage device.

Serial Number:
Shows the serial number for the selected storage device.

Management IP Address:
Shows the management IP address.

Firmware:
Shows the current firmware level for the device.

Status:
Provides the current status for the device.

Capacity:
Shows the used, free, and total capacity for the storage device.

Below the summary details is a list of events for the selected storage device that you can
use to determine how the device is functioning and to see if any errors have occurred.

Managing datastores

You can create, expand, delete, mount, and unmount datastores.
Managing a datastore includes the following tasks:

= Provisioning a datastore: Creates and provisions new VMFS datastore(s).
= Expanding a datastore: Expands existing datastore(s)

* Mounting a datastore: Mounts the selected datastore.

= Unmounting a datastore: Unmounts the selected datastore.

* Deleting a datastore: Removes a datastore from all hosts having access to the
datastore.

Provisioning a datastore

You can provision a new Virtual Machine File System (VMFS) datastore to create a logical
container of your virtual machines. You can create, expand, mount, unmount, and delete
datastores. When creating a datastore, UCP Advisor automatically creates an associated
LU that must be removed when a datastore is deleted.

Before you begin

Make sure the storage device is onboarded in UCP Advisor and that the zoning and host
group configuration are in place.

a Note: Provisioning a datastore is not supported on the UCP 4000.
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Provisioning a datastore

Procedure

1. From the Navigator pane, or the Objects tab, double-click and select the storage
system with the datastore to be provisioned.

VSP_GB00 (441158 a | A:Iiuns -

Summary | Manage

M Parity Groups i Logical Units | Storage Pools ‘ Ports I Host Groups ] Replication Pairs I Resource Groups}
ac Search -
Name ‘ LUNs/NFS Export | ESXi Host Used Capacity Free Capacity Total Capacity Status
« « Page 0 of0 > » No items to display

2. Click the Manage tab, then click the Datastores tab.

3. Onthe Datastores tab, click Configure Datastore, then make sure Provision
Datastore(s) is selected.

‘Opesabion
! Provision Dalassore(s)

Thies wil creata and pravision new VMFS/NFS datastorels)
Expand Datastore

Thrs will expand exsting datasior
Mourit Dtasiore

This will mount a datastore 10 hosts)

Unmount Datastore

Thes will unmaount & datastore from hosi(s)
Daloto Datastora(s)

Thes will unmaun and daloto datastore(s)

4. Click Next.
5. Select Datastore Type (VMFS Datastore is currently the only choice) and click Next.

6. Select Single Datastore Creation or Multiple Datastore Creation, specify the
datastore name and capacity, then click Next.

7. Select the appropriate Storage System and Storage Pool from the list, then click
Next.

8. Select the ESXi Cluster or Hosts, then click Next.
9. Review the settings in the Summary window.
10. Click Finish.
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Expanding a datastore

Expanding a datastore

You can expand a datastore to increase the allocated capacity.

Procedure

1. In the Storage Objects window, double-click the required storage system.
£ storage

Objects

(¥ Refresh Storage System | {g§ Actions ~

Q -
Name Serial Number Mode Managemen! IP Addr
VSP_G200 (450578) 450578 VSP_GX00 172.17.22.55
i

2. Click the Manage tab, then click the Datastores tab.
3. On the Datastores tab, click the Configure Datastore icon.

vspGaososts) O B 8 D B3 (Gectons -
Summary | Manage
Datastores’| Panty Groups | Logical Uniss | Sworage Pools | Pors

Host Groups | Replcation Pairs | Resource Groups

a

Operabon

Provesion Datasiore{s)

This will create and provision new VMFS/NFS datastore(s)

= Expand Datastore
This will expand eosting detastons
Mount Dalastors
This will mount a datasione io hosg(s)
Unmount Datasions
This will unmount & datastane from hosi(s)
Dalete Datasiones)

This will unmount and dolele datasionn(s)

L Cancel

Click the Expand Datastore option, then click Next.

Select the appropriate datastore from the list, then click Next.

Specify the storage configuration details for the datastore, then click Next.
Review the summary details for the datastore, then click Finish.

N o u b
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Mounting and unmounting a datastore

Mounting and unmounting a datastore

You can specify the ESXi host(s) on which to mount or unmount a datastore.

Procedure

1. From the Navigator pane, or the Objects tab, double-click and select the storage
system with the datastore to be mounted, or unmounted.

§) Storage
Objects
(¥ Refresh Storage System {é}f\chsn; v Q Filt -
Name Senal Number Mode Management IP Addr
VSP_G200 (450578) 450878 VSP_GX00 172.17.22.55
a4 22 »
H 1 Objects |m=p Export [[jCopy ~

2. Click the Manage tab, then click the Datastores tab.
3. Onthe Datastores tab, click the Configure Datastore icon.
4. To mount a datastore, select the Mount Datastore option, then click Next.

vsP Go0 (480578 (@ I8 @ 0 | (Gictons -

Summary | Manage
DIRUATOMN | Parity Groups | Legical Units | Storage Poals | Pors | Host Groups | Replicason Pairs | Resausee Groups

ac

Thes will ummount & datastore from host(s)

Delata Datastore(s)

Thes will Lmount and desete datasiorais)

Page ol 0 Mo items fo drsplary

5. Select the appropriate datastore, then click Next.
6. Enter the cluster or host details, then click Next.
7. Review the summary details, then click Finish.

To unmount a datastore, follow the same steps but select the Unmount Datastore
option.
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Deleting a datastore

Deleting a datastore

You can delete a datastore to remove it from an ESXi host or cluster.

Procedure
1. From the Navigator pane, or the Objects tab, double-click and select the storage
system with the datastore to be deleted.
§) Storage

Objects

(¥ Refresh Storage System | {g Actions ~ Q Filt -
Name Serial Number Mode Management IP Addr

VSP_G200 (450578) 450578 VSP_GX00 172.17.22.55

H 1 Objects |m=p Export [[jCopy ~

2. Click the Manage tab, then click the Datastores tab.
3. Onthe Datastores tab, click the Configure Datastore icon.

viegeooaos) O B B D 8 e~

Summary | Manage

Cperation

and provesion now VMFSINFS datasionels)

Thes wil expand existng datasiors
Mount Datastore

This wil mount a datastore to host(s)
Unmount Datastone

Th ourit @ datasione from hostis)

Thes wil unmount and dielete datastore(s)

Mexi»  Cancel

Page ol No flems 1o display

4. Click the Delete Datastore option, then click Next.

5. Select the appropriate datastore(s) to delete from the tree, (if necessary, select the
Delete Datastore Logical Unit check box to delete the logical unit associated with
the datastore from storage), then click Next.

6. Review the summary details, then click Finish.
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Managing parity groups

a Note: You cannot delete datastores that are part of a replication pair (for
example, GAD global-active device) from within UCP Advisor. An error
message is generated when an attempt is made to delete a datastore
that is part of a GAD pair.

Managing parity groups

You can create parity groups to prepare for future allocation of basic storage system
volumes to ESXi hosts. You can also delete parity groups to free up disk space when the
disks in the parity group are no longer in use.

The Parity Groups inventory, shown below, lists existing parity groups, their capacity, and
the number of LUs in each.

VEP_G200 (4508T8) 0D E 0 Sreen-

Y Manage

Creating a parity group

You can create parity groups for a set of physical drives that configure RAID in a storage
system. A logical storage area extracted from a parity group is used as an LDEV (basic
volume) that is used for allocation to hosts.

Procedure

1. Inthe Objects window, select the storage system where the parity group is to be
added.
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Creating a parity group

§) Storage
Objects
(¥ Refresh Storage System | {gfActions ~ a =

Name Serial Number Mode Managemen! IP Addr

VSP_G200 (450578) 450578 VSP_GX00 172.17.22.55

L] 1 Objects |=p Export [[HCopy ~

2. On the Parity Groups tab, click the Create Parity Group icon.
vsP_cGBo0 (441158) (~ B [§ @ B8 | igiActions v

Summary ‘ Manage

'Dataslnres Parity Groups | Logical Units | Storage Pools ‘ Ports | Host Groups ‘ Replication Pairs | Resource Groups

Create Parity Group

]

Parity Group: * 1 - 4
Drive Type: * SAS:10000:RPM v

RAID Level: * RAID 5 (3D+1P) -

vl Drive Type CDEV RDEV
v sAS 20 0

3. Inthe Create Parity Group dialog box, specify the following:

« Parity Group: Specify a number for the new parity group. For example, if the
parity group number is 1 - 4, enter a 1 in the box on the left, and a 4 in the box
on the right.

« Drive Type: Select the type of drive from the list.
« RAID Level: Select the RAID level from the list.
4. Click Submit.

Chapter 2: Managing storage resources

UCP Advisor Administration Guide Version 2.5 31



Deleting a parity group

Deleting a parity group

You can delete parity groups when they are no longer needed.

Procedure

1. On the Objects tab, double-click the required storage system.
£ storage
Objects
Refresh Storage System ﬁ};\rnnns - Q -

Name Serial Number Mode

VSP_G200 (450578) 450578 VSP_GX00 172.17.22.55

o 1 Objects |mp Export "Jt'_‘.m_w-

From the Manage tab, select the Parity Groups tab.

On the Parity Groups tab, select the parity group to be deleted.
Click the Delete Parity Group icon.

Click Yes to confirm deletion of the selected parity group.

v wN

Managing logical units

You can provision, expand, and delete logical units (LUs) and present them to VMware
ESXi hosts from the Logical Units tab shown below.
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Creating a logical unit

vseGaoopsesTs) (O B B D O Gecsons -

Summary | Manage

Datastores | Party Groups [LOgEAIUNIS| Storage Pools | Ports | Host Groups | Replication Pairs | Resource Groups

@ e acC

UCR-THT o oe

UL o Dasic 3 L voL
] Command Devics
3 oo 4
3 ] 13 Command Device
2 op 2
o Basic - 11
s pe 3
o Basic - 1 ¢
[ oa 4 o
L oe 0.0% GB NORMAL
R 4 1.00 T8 HORMAL
a 0.0% G NORMAL
oe 4 1.00 TR NORMAL
asie 1 008 NORMAL
] 4 9 GB NOR:
La: 500.00 GB NORMAL
] Ba 3 0.05 GB. HORMAL
P 1 4 > » Diispla; | !

Creating a logical unit

You can create a logical unit on the storage system that an ESXi server or virtual machine
can use for I/0 operations.

Procedure

1. On the Logical Units tab, click Create Logical Unit. The Create Logical Unit box
opens where you can enter the relevant details.
vsp_Gzoo(ss0578)  (C B I8 P B3 Eiactons -

Summary = Ma nage

Datastores | Parity Groups | Logical Units’| Storage Pools | Ports | Host Groups | Replication Pairs | Resource Groups

Create Logical Unit [x]
Name: * UCP_HTI
Storage Pool: *  UCP Managemens_VMs -
Size: 5 -~ MB

2. Inthe Create Logical Unit dialog box, specify the following:
« Name: Enter the name of the LU for easy identification.
« Storage Pool: Select a storage pool to create the LU.
« Size: Specify the size of the LU.

3. Click Submit.
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Expanding a logical unit

Expanding a logical unit

You can expand a logical unit to increase storage capacity that can be assigned to a host.

Procedure

1. On the Logical Units tab, select a logical unit from the list.
2. Click the Expand Logical Unit icon.

vsP_G200(450578) (" B I8 P 03 (GAckons ~

Summary | Manage

Datastores | Parity Groups ['LogicalUnits'| Storage Pools | Ports | Host Groups | Replication Pairs | Resource Groups.

28 @

Logical Unit Name Number of Paths Provisioning Type Storage Pool Parity Group Volume Type ESXI Host
00:02:10 (528) UCE-TNT o oe

00:03:00 {768) UCF-HTI 0 Basic - 1-3 INL VoL
00:00:7C (124) GK-Test-CMD-Test-1120 2 oe 13 = Command Device
00:00:F5 (245) Khyati-VM-DND 3 oo

00:00:70 {125) GK-Tast-CMd-1121 3 oe 13 - Command Device
00:00:78 {123) Frank-test-CMD 0 |

00:00:F4 (244) SharedDS1 5 | MName: UCP-HTI

00:00:32 (50} CMD-C2_B4_HBAL_1 0 | Logical unit ID: 768

00:00:80 {128) 1234@5P ] e 25 ~ MB

00:00:33 {51) t [ 1

00:00:81 (129) GK-Tets-D5--2 2 | m m

00:00:34 (52) tt1 0 L 2

00:00:7€ [128) GK-Tast-2 2 oe 4

00:00:35 (53) Anish_Test_Lun01 2 Basic - 12

3. Check that the following fields are filled in correctly.
« Name: Name of the logical unit.
« Logical Unit ID: Specifies the logical unit ID.
« Size: Enter the additional size for the logical unit.

4. Click Submit.

Deleting a logical unit
You can delete a logical unit.

Procedure

1. On the Logical Units tab, select a logical unit for deletion.
2. Click the Delete Logical Unit icon to mark the logical unit for deletion.
3. Verify the selected logical unit for deletion, then click Yes.

Note: You cannot delete LUNs that are part of a replication pair (for

example, GAD pair) from within UCP Advisor, and any attempt to do so
generates an error.

Creating multiple logical units

You can create multiple logical units to create datastores on ESXi hosts.
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Deleting multiple logical units

Procedure

1. From the Actions menu, select LUN > Create Multiple LUNs.

Frarage
Slorage System  VEP_G200 (450578)
Starage Pool W Now_Pool_11

2. Select a storage system and storage pool, then click Next.

3. Specify the number of LUs, LU name prefix, initial LU number, and LU size, then click
Next.

4. Select an ESXi cluster or host from the available systems, then click Next.
5. Review the summary details, then click Finish.

Deleting multiple logical units

You can remove selected logical units from all accessible hosts.

Procedure

1. From the Actions menu, select LUN > Delete Multiple LUNs.

Logical Ut =
Siorage System  VSP_G200 (450578)
Logical Unit Size
< o000 20078
000001 (1) 100.00 GB
< 00000202) 1030068
000003 (3) 100,00 G&

< 000004(4) 1000068
000005 (5) 10000 G&
00006 (8) 100.00 GB
000007 (7) 500.00 G8
D000 08 (8) 51000 G8
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Managing storage pools

2. Select a storage system, check the logical units to be deleted from the list, then click
Next.

3. Verify the details for the logical unit(s) shown in the Summary Information pane,
then click Finish.

Managing storage pools

You can create, expand, and delete storage pools in storage systems from the Storage
Pools tab, accessed from the Manage tab.

VSP_GB00 (441158) B IE @ 8  {gAdons »

Summary | Manage

Datastores | Parity Groups | Logical Units | Storage Pools | Ports | Host Groups | Replication Pairs | Resource Groups

B B & Search

Storage Pool Name Pool Type Number Of Logical Unit Used Capacity Free Capacity Total

10 AUTOXdTDedV HDP 0 0.00 GB 5.87 GB 5.€

11 AUTOJINrRKF HDP 0 0.00 GB 5.87 GB 5.€

50 UCPCompute HDT 28 52.38 GB 3164.31 GB 32

4 AUTOasdf11s HDP ] 0.00 GB 15.87 GB 15

3 AUTOZIQHF2wW HDP ] 0.00 GB 5.87 GB 5.€

6 AUTOBIrQPfgG HDP 1 0.00 GB 5.87 GB 5.€

5 AUTOK17qRpK HDP 1 0.00 GB 5.87 GB 5.€

127 UCP-Mgmt HDT 8 777.74 GB 2438.95 GB 32

0 PoolWwithNasBootVols HDP 4 500.39 GB 5937.13 GB 54

2 GK-Test-Pool-1 HDP 4 3.04 GB 0.86 GB 3.

1 testpool HDP 3 0.82 GB 95.07 GB 95

8 AUTOceLgCMm HDP 1 0.00 GB 5.87 GB 5.8

7 AlITOahv144n0 HDP 1 0.00 GR 5.87 GR 5.F T

»

Page 1 of 1 Displaying items 1 - 14 of 14

Creating a storage pool

You can create a storage pool with associated parity groups.

Procedure

1. On the Storage Pools tab, click the Create Storage Pool icon to create a storage
pool for the selected storage system.
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Expanding a storage pool

vsP_oso0(sat168) (7 B [ D O EAcons -

summary | Manage
Datastores | Parity Groups | Logical Units [ Siatape Pools | Ports | Hest Groups | Replitation Pairs | Resource Groups

Create Storage Pool <]

Fool Name: * UCPPoo!

Poal Type: * Dynamic Pool (HOP)

Add Pool Volume Remove Pool Volume

2. Inthe Create Storage Pool dialog box, specify the following:
« Pool Name: Name of the storage pool for easy identification.
« Pool Type: Select the storage pool type.

« Add Pool Volume: Select the required parity group and specify the size of the
allocated capacity (LDEV) that is created in the parity group to be allocated to the
pool.

« Subscription Limit: Specify the overprovisioning limit.
«  Warning Limit(%): Specify the storage pool warning threshold.
« Depletion Limit(%): Specify the storage pool depletion threshold.

3. Click Submit.

Expanding a storage pool

You can expand a storage pool and increase its capacity.

Procedure

1. On the Storage Pools tab, select a storage pool.
2. Click the Expand Storage Pool icon to expand the storage pool.
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Deleting a storage pool

VSP_GBOD (441158} "B B30 S

Summary | Manage

Datastores | Panity Groups | Logical Unity | Starsge Poals | Pors | bost Groups | Replication Pairs | Resource Groy

3. Inthe Expand Storage Pool dialog box, select a parity group and enter the
additional capacity size for the expansion.

4. Click Submit.

Deleting a storage pool

You can delete storage pools from a storage system.

Procedure

1. On the Storage Pools tab, select a storage pool.
2. Click the Delete Storage Pool icon to delete the storage pool.

3. Verify that the correct storage pool is selected, then click Yes to delete the storage
pool.

Reviewing storage ports

You can display ports and their current status when managing storage systems.

From the Ports tab, you can get port details for a selected storage system.
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Managing host groups

vsp Gaoonss) @ I8 @ 0O (Gacons -

Summary | Manage

Datasiges | Panty Groups | Logical Units | Storage Poois | IPOMS | Host Groups | Replicabon Pairs. | Resource Groups

~
Pt Part Type Speed Part Security Target WWH

CLE-F FC ao Fnabled

cLaE FC Ao Fnabisg

cL-m FC auTo Enabled 50:08:001:80: 12:-AD: 0804
[=F-5 UREHNOWN AuTo Crsabled

=8 § [ AUTa Désabled

CLzea HOT EQUIFFED AUTO Disabled

cLr-a HOT EQUIFPED a1 Désablad

cLa-F o o Enabind 50006051801 1280106135
cLaF FC AT Enabled

CLa-F T AuTo Fnabied

cLaF o AT Fnabisd

- FC o Enabled 50:08:00:80¢12:A0:06:34

Page 1 ofi Displaying tams 1 - 12 of 12

Managing host groups

You can create and delete host groups, present and unpresent LUs to host groups, and
add or remove WWNs from host groups on the Hosts Groups tab, accessible from the
Manage tab.

VSR GA00 (44ii08) (7 3 [§ @B 3 GAchons

Summary | Manage

Datastores | Panty Goups | Logicel Units | Storage Pools | Pons [IHosTGOwS | Rephication Pairs | Resource Groups

D F E e e @ C Search

Host Group 1D Name Port Host Mode humber OF Host wumber OF Logical Unit Resource Group
2 418 20_92_FOO0 [=E0] VETWARE EXTENSION 1 3 1
1 T418 20 @1 _PO1 aze VHVARE EXTENSION 1 ] 1
i Siodake_201_2 CL3-E VIWARE EXTENSION 2 14 z
0 1F-G00 CLi-F STANDARD ] 0 o
Q 2F-G00 cLe-F STANDARD ] 0 0
1 2tect] I6TETEFAT CL-F STANDARD 2 (] 7
] atesti5ETE02517 QzF WINEOWS EXTENSIGH 2 ] 2
5 atest]SETE02512 =88] WINDOWS EXTENSION 1 ] z
Q IGO0 aE STANDARD o ] ]
hest1s cLy-F WINDOWS 1 1 o
=52 ] WINBOWS EXTENSION 1 ] 2
] 172.17.228.104 (=28 ] VHWARE EXTENSION 2 1 2
6 test1-delere - STAHDARD 1 o 2
4E-GOD =20 ] STANDARD ] (] o
4 3testl I6TETEIAT - STANDARD 2 ] 1
[ gt azE VMWASRE EXTENSIDN 2 ) o
2 T415_2U_02_FOL =34 VHIARE EXTENSION 1 L] 1
7 mgrmit =58 ] VHWARE EXTENS) 2 5 ]
1 T415_2u_91_Poo =58 ] VHVAAE EXTENSION 1 ] 1 =
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Creating a host group

You can create host groups for an ESXi host.
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Presenting a logical unit to a host group

Procedure

1. On the Host Groups tab, click the Create Host Groups icon.

vspoen(anse) O B 3 @ 8O Seeens -

Summary | Manage

Dataskares | Panly Groups | Logical Units | Starage Poals | Pors [ HostOtoups | Replicabon Pais | Resource Gioups

Craate Host Group 3

Name: HosiGroup1

Target Post CL1-F

Initiater Wwn: W 222211114422

Host Type: = VMware Migrosofl on ViMware Other

Mest Mode: VRIWARE EXTENSION

Jntion Description
WERITAS 08 EDITION ADV CLUSTER
TPRLO

AUTO LUN RECOGNTTION

2. Inthe Create Host Group dialog box, specify the following:
« Name: The name of the host group for easy identification.
« Target Port: Select the appropriate target port from the list.

« Initiator WWN: Specify the initiator WWN in the format "Xx:Xx:XX:XX:XX:XX:XX:XX"
(for example, 10:00:00:90:fa:f0:94:d9).

» Host Type: Specify the host type (VMware, Microsoft on VMware, Other).
« Host Mode: Select the appropriate host mode from the list.

3. Click Submit.

Presenting a logical unit to a host group

You can present a logical unit to a host group.

Procedure

1. On the Host Groups tab, select a host group, then click the Present Logical Unit
icon.
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Unpresenting a logical unit from a host group

Present Logical Unit (X
Name: T415_2U_02_P00
Target Port; ClL3-E

Logical Unit ID: *

2. Inthe Present Logical Unit dialog box, specify the following:
« Name: The name of the host group for easy identification.
« Target Port: The name of the target port.
« Logical Unit ID: Enter the logical unit ID.

3. Click Submit.

Unpresenting a logical unit from a host group

You can unpresent a logical unit from a host group.

Procedure
1. On the Host Groups tab, select a host group, then click the Unpresent Logical Unit
icon.
Unpresent Logical Unit
Name: T415_2U_02_P00
Target Port: CL3-E

Logical Unit ID: *  Select a Logical UnitID =

2. Inthe Unpresent Logical Unit dialog box, specify the following:

« Name: The name of the host group for easy identification.
« Target Port: The name of the target port.
« Logical Unit ID: Select the logical unit ID.

3. Click Submit.
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Presenting a LUN to a VMware ESXi host

Presenting a LUN to a VMware ESXi host

You can present a logical unit to an ESXi host and storage host group.

Procedure

1. From the Actions list, select LUN, then select Present LUN to present a logical unit
to an ESXi host.

G‘" Present LUN =
Storage Storage
ESXi Cluster or Hosts Storage System:  VSP_G1000 (56919)
Summary Logical Unit: 00:00:02 (2)
Next » Cancel

Select the Storage System.
Select the Logical Unit ID.

Click Next.

Select ESXi Cluster or Hosts.
Click Next.

Review the Summary window.
Click Submit.

O NSO WmRE WN

Unpresenting a LUN from a VMware ESXi host

You can unpresent a logical unit so that it is no longer visible to a VMware ESXi host or
other host groups.

Procedure

1. From the Actions list, select LUN, then select Unpresent LUN to unpresent a
logical unit to an ESXi host.
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Adding a WWN to a host group

{ (@ Unpresent LUN X
Storage Storage
ESXi Cluster or Hosts Storage System:  VSP_G1000 (56919)
Summary Logical Unit: 00:00:02 (2)
Next » Cancel

Select the Storage System with the logical units to be unpresented.
Select the Logical Unit ID.

Click Next.

Select ESXi Cluster or Hosts.
Click Next.

Review the Summary window.
Click Submit.

O NSO wmRE WN

Adding a WWN to a host group

You can add a WWN to an existing host group.

Procedure

1. On the Host Groups tab, select a host group, then click Add WWN To Host Group.
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Removing a WWN from a host group

vsP_GBoo (as11%8) (O [ [ B B | Siactens =

Summary | Manage

Datastores | Parity Groups | Legital Units | Starage Pools | Pos [[HOSTEROURS | Replication Pairs | Res cufce Groups

Add WWN To Host Group Q
Hame: atest126T6TEIE2

Target Port:  GL2-F

VOWN: 2400405ceccO00d

2. Enter the WWN using the following format: Xx:xx:Xx:xx:xx:xx:xx:xx (for
example,10:00:00:10:9b:1¢:30:49) .

3. Click Submit.

Removing a WWN from a host group

You can remove a host from an existing host group.

Procedure

1. On the Host Groups tab, select the host group, then click the Remove WWN From
Host Group icon.

vsP_oson (41158 (B3 [ G 3 @actions v
Summary | Manage

Datastares | Panty Groups | Logwal Units | Storage Poals | Ports | HostBoups | Replcaban Pairs | Resource Groups

Remove WWN From Host Group

[x]
Marme: alesH26TET6362
Target Part:  CLI.F
W - 240005 accO0a!
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Deleting a host group

2. Inthe Remove WWN From Host Group dialog box, select the appropriate WWN
from the list.

3. Click Submit.

Deleting a host group

You can delete a host group when it is no longer required.

Procedure

1. On the Host Groups tab, select the host group to be deleted, then click the Delete
Host Group icon.

2. Click Yes to confirm the deletion.

Result

The selected host group is deleted and is no longer shown in the list.

Reviewing replication pairs

You can view relevant information regarding replication pairs (global-active device or
GAD pairs) for a selected storage system. This information is useful for determining
which volumes are paired.

Procedure

1. On the Replicated Pairs tab, review the information for the replication pairs
associated with the currently selected storage device.

Summary | Manage

Datastores | Panty Groups | Logical Units | Siorage Poals | Poris | Host Groups [ReplicaionPairs| Resource Groups
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Reviewing replication pairs

The following information is provided:

P-VOL
In a volume pair, the source volume that is copied to another volume using
the volume replication functionality of the storage system. The data on the P-
VOL is duplicated synchronously or asynchronously on the secondary volume
(S-voL).

P-Virtual Volume
The virtual volume associated with the P-VOL.

P-VOL Serial
Serial number of the storage system that includes the P-VOL.

P-Virtual Device
The primary virtual device associated with the replication pair.

Primary Resource Group
The resource group that is associated with the primary volume in the
replication pair.

S-VoL
After a backup, the volume in a copy pair that is the copy of the original data
on the primary volume (P-VOL). Recurring differential data updates keep the
data in the S-VOL consistent with the data in the P-VOL.

S-Virtual Volume
The virtual volume associated with the secondary volume in the replication
pair.

S-VOL Serial
Serial number of the storage system that includes the S-VOL.

S-Virtual Device
The virtual device associated with the secondary volume in the replication
pair.

S-Virtual Resource Group
The resource group that is associated with the secondary volume in the
replication pair.

Pair Name
The resource group that is associated with the primary volume in the
replication pair.

S-VOL Access Mode
Access mode for the S-VOL after pairs are split. Valid values are READONLY
and READWRITE.

Mirror ID
When multiple S-VOLs are created for one P-VOL, a mirror ID is assigned to
each volume pair.

Pair Type

Chapter 2: Managing storage resources

UCP Advisor Administration Guide Version 2.5 46



Reviewing resource groups

Type of replication pair (currently only GAD is supported).

Consistency Group ID
The ID of the consistency group in which the volume pair resides. If not
consistent, no value is shown and a hyphen is displayed.

Status
Status of the given volume in the volume pair. The following statuses are
supported:

« PAIR: Volume is in a paired state. The initial copy is completed and the data is
duplicated.

« PSUS: Volume pair is in a suspended state for the primary volume.

« SSUS: Volume pair is in a suspended state for the secondary volume which is not
updated.

« SMPP: Volume pair with the clone attribute is being deleted.

« PSUP: Volume pair with the clone attribute is split.

« PSUE: The pair is suspended and blocked due to a failure condition.
Note: The volumes in a replication pair cannot be deleted using UCP

Advisor. An error message is generated when the deletion of a GAD pair
is attempted.

Reviewing resource groups

You can review a list of resource groups for a selected storage system. A resource group
is a collection of resources that are grouped by one or more system resource types that
include storage system, parity groups, pools, LDEV IDs, and storage ports.

On the Resource Groups tab, review the resource group specifications.
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Reviewing resource groups

vsp_ceoo (sstise) | (3 IH @ O Eactons -

summary | manage

Datastores | Parity Groups | Logical Units | Storage Poals | Ports | Host Groups | Replication Pairs [ Resource Broups

arch
Resource Group 1D Name rtwal Dewce A SCra
o Teta_resource 441158
2 UCPCompute s41158 441158
1 UCPManagement as1188 441158
1023 HAS_Platferm_Syatem_RSG Lt 1158

Displaying items 1 - 4 of 4
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Chapter 3: Managing compute nodes

Hitachi UCP Advisor provides pertinent information and allows you to manage
operations for connected servers.

Compute node inventory

You can obtain a summary of pertinent details for a selected compute node (or Hitachi
Compute Blade 500 chassis for UCP 4000 systems) by accessing the Summary tab from
the UCP Navigator window.

The Summary tab presents general details for a selected server, and the Manage tab
provides even more detailed information regarding the various components for a server.
For instance, you can see the serial number associated with the server, alerts, and the
current operating status for its various components. In addition, you can also replace a
server, modify a chassis or server label, or update the firmware.

The Summary tab, shown below, provides information about the server, its location, and
its current state.

QTFCRZT520146 | (5jActions »

Summary | Manage

0bh7HEHE=C

Serial Number: QTFCR27520146 Host IP address: 172.17.93.201 Hard Disk Status: Fresent Biwrm
BMC IP Address: 172.17.93.101 BIOS Version: 3ADB.H2 Power Status: ON

Hast 052 N/A BMC Firmware Versian: 3.15.0 LID Status: OFF
vCenter: CHMC Version: N/A Voltage Status: Normal
DataCenter: Compute Chipset: AST2500({42) Fan Status: Mormal
Cluster: No of CPU: 2 Temperature Status: Normal
Status: Mormal Totsl Memary: 196608 MB WWN:
Model: Advanced Server

Ds120

ar

OEM Event D1 02 3¢ 11 39 Information Login Info 03/23/18 07
OE nt 01 02 ac 11 39 Information Login Info 03/23/18
OEM Event 01 02 ac 11 39 Information Legin Info 03/23M18 0
OEM Event 02 02 ae 11 39 Infarmation Lagin Infa 03/23/18
OEM Event 02 02 ac 11 39 Information Login Infa 03/23/18 07:31:42 x

The following summary details are provided:

Serial Number:
Serial number of the server.
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Compute node inventory

BMC IP Address:
BMC IP address for the server.

Host OS:
ESXi host hypervisor version of the OS.

vCenter:
Indicates the vCenter server to which the host is assigned.

DataCenter:
Indicates where the ESXi host resides.

Cluster:
If applicable, shows the cluster to which the ESXi host is assigned.

Status:
The status can be one of the following:

= Normal
* Maintenance

» Unreachable

Host IP Address:
IP address for the server.

BIOS Version:
Shows the current BIOS version.

BMC Firmware Version:
Shows the current BMC firmware version.

CMC Version:
Shows the current CMC version.

Chipset:
Chipset used by the server.

No of CPU:
Number of CPUs used by the server.

Total Memory:
Total available physical memory available to the server.

Hard Disk Status:
Shows the current status (present or absent) for the hard disk used by the server.

Power Status:
Shows whether the power is currently on or off.

LID Status:
Shows whether the location ID is on or off for the server.
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Compute node inventory

Voltage Status:
Shows the current voltage status.

Fan Status:
Shows the current fan status.

Temperature Status:
Shows the current temperature for the server.

WWN:
Specifies the WWN for the server.

Alerts:
Shows server alerts with time stamps and severity.
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Modlifying a chassis label

a Note: To get voltage, temperature, and fan status for the CB 500 chassis, you must
provide the appropriate SNMP Manager details from the Chassis SVP. On the
Administration panel, select SNMP, then click the SNMP Manager tab.

*Hitachi Compute Blade 500

Respurces. Al Admindstration

.....

Egje-sail tatication

R
dyresht
e Tk
[ cartmare
s yaiag rrunadar
[ T

Click Add, then provide the host name IP address for the Advisor gateway and other
relevant details.

Add SNMP Manager Settings
Add SNMP manager settings.

SNMP manager settings

Host name: 172.17.66.245

Port number: 162

SHMP version: viiva =

A collection of icons at the top of the Summary window allows you to quickly perform
common operations that affect the performance of the server.

Modifying a chassis label

You can modify an existing chassis label.

Procedure

1. In the Advisor window, click the Compute icon.
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Managing compute servers

2. Inthe Objects window, select the chassis you want to modify, then click Modify
Chassis Label.

3. Enter the new chassis label name and click Submit.

Managing compute servers

You can obtain detailed, component-level information for a selected server by accessing
the Manage tab from the UCP Navigator window. You can also perform a number of
management operations from the Actions list.

From the Manage tab, you can access detailed information regarding a server:

= CPU: Shows details about the CPU, including model, manufacturer, frequency, and
status.

= FRU: Shows details regarding the chassis and its components.
= FAN: Shows details about the system fans and their operating parameters.

» Temperature: Shows the temperature of components based on their location, and
provides other operational thresholds.

* Voltage: Shows the voltage usage of components based on their location, and
provides other operational thresholds.

= Memory: Shows available memory, frequency, and its current status.
= VSAN Datastores: Shows various details regarding the vSAN datastores associated
with the server.

Note: To see fan, temperature, and voltage information for the CB 500
chassis, the proper SNMP settings must be configured as described in
Compute node inventory (on page 49) .
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Replacing a compute server

Replacing a compute server

You can replace an existing ESXi host in a VMware cluster with a new server. The storage
settings are automatically updated so that the logical units used by the original host are
presented to the newly replaced host, and the datastores (other than local) on the
original host are presented to the newly replaced host.

Before you begin

Set up the ESXi host that is to be used in place of the server you are replacing and
prepare an appropriate host profile. Creating a host profile requires a VMware
vSphere Enterprise Plus license for the ESXi host.

Ensure that the server to be replaced is present in the vCenter inventory.

For compute servers, make sure the firmware version and model of the source and
target servers are the same.

Note: Host replacement and the migration of vSAN datastores is not
supported for HC nodes. Also, the same firmware version must be
available on the source and target when replacing a host server.

Procedure
1. Inthe UCP Advisor window, click the Compute icon.
The currently active compute servers are listed in the Navigator window.
2. Inthe Navigator window, right-click on any server, then select the server you want
to replace.
3. From the Actions list, click Replace Server.
‘ ¥ Replace Server X
‘ Select Standalone or Cluster host Select Standalone or Cluster host
‘ Select Available server — W5 172.17.234.241 (VCENTER)
Datacenter
‘ Select Host Profile
v 172.17.234.201
‘ Summary +- W UCP Management
‘ Next » Cancel
4. Select either a standalone or cluster from the hierarchy of servers shown in the
server tree, then click Next.
5. Select the server to be replaced.
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Modifying a compute server label

\f Replace Server &
Select Standalone or Cluster host Select Available server
Select Available server UCP Servers

Chassis-AR272400010

Select Host Profile
v ESXI IP: 172.17.234.202 - BMC [P: 172.17.234.102

Summary

« Back Next Cancel

6. Select the ESXi host profile to use for the replacement server.
7. Click Finish.

Result

The original server is replaced with the new server according to the selected host profile.

Modifying a compute server label

You can change the label currently assigned to a server to some other name.

Procedure

1. In the UCP Advisor window, click the Compute icon.
The currently active compute devices are listed in the Navigator window.

2. Inthe Navigator window, double-click the compute node, then select the server
with the label you want to change.

3. From the Actions list, click Modify Server Label.
The Modify Server Label dialog box opens.

4. Enter the modified server label and click Submit.

Result

The label for the currently selected server is modified to reflect the newly entered name.

Upgrading server firmware

You can upgrade the server firmware to the latest level.
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Managing power settings

Before you begin

Upload the appropriate firmware bundle from the Firmware tab, available from the
Administration selection in the Navigator window.

During a firmware update, the server goes through a power recycle and the UCP
Advisor Gateway VM fails, and is thus not accessible. To avoid any disruption, migrate
the UCP Advisor Gateway appliance to a different server before performing the
firmware update.

a Note: Firmware upgrades are not currently supported for UCP 4000, HC, and

RS-based Broadwell servers. For power operations to work, the server should
be a part of the vCenter inventory.

Procedure

1. In UCP Advisor, click the Compute icon.
2. Inthe Navigator window, select the server to be upgraded with the latest firmware.

3. From the Actions list, select Upgrade Firmware.

% Upgrade Firmware X

Upgrade Firmware Firmware Bundle

summary

Select Bundle: UCPAdvisorFirmwareBundleSkylake-12202017-v2.5

Firmware Type Model Version Date

BIOS Dsiz0 Al10.H2Z 12072017
BMC Dsiz0 3.67.06 12072017
FC GE&20 vB.1.0b 04222017
NXOS 3048 v7.0.3.14.6 03102017
NXOS 53180LC v7.0.3.17.1 08312017
NXOS $3180YC v7.0.3.14.8 03102017

Next » Cancel

4. Select the firmware bundle to upload and click Next.

The Summary window opens.

5. Confirm your selection and click Finish.

Managing power settings

You can turn power on or off, or reset the power for the server.

Procedure

In UCP Advisor, click the Compute icon.
In the Navigator window, select the server to be turned off or on.

3. Select Actions > Power > On.

The Power ON/Power OFF window opens, requesting confirmation.
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Operating locator IDs

4. Click Yes to complete the operation.

Result
The selected server is either turned on or off.

If for some reason a server is not responding, you can choose the Reset option from the
Actions list to try and bring the server back online.

Operating locator IDs

You can identify the location of servers by turning the server lamp on or off from UCP
Advisor. These lamps are called locator IDs (LIDs).

Procedure

1. In UCP Advisor, click the Compute icon.
2. Inthe Navigator window, select the server with the LID to be turned on or off.

3. From the Actions list, select LID, then select On or Off.
The LID On/Power Off window opens, requesting confirmation.

4. Click Yes to complete the operation.

Setting a boot option

You can specify the boot location where the initial operating system is loaded when a
server is brought online.

Before you begin

A valid boot location must contain the portions of an operating system required to
bootstrap the system. The following options are available:

= Normal

* SVC Partition
= PXE

= CDROM

= HDD

*= BIOS Setup

= FLOPPY

= HDD SAFE

Note: For boot operations to work, the server must be part of the vCenter
inventory.

Procedure

1. In UCP Advisor, click the Compute icon.

2. Inthe Navigator window, select the server for which you want to set the boot
option.
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Listing vSAN datastores

3. From the Actions list, select Set Boot Option.
./ Set Boot Option X

Boot Option: SVC PARTITION

Submit Cancel

4. Select one of the available boot locations and click Submit.

Listing VSAN datastores

You can get a list of vSAN datastores associated with a given server.

Before you begin

* |n order for the vSAN datastore information to be available to UCP Advisor, the vSAN
must be brought online by following the VMware best practices.

= Ensure that the vSAN cluster exists in the same vCenter inventory where the
appliance is registered.

Procedure
1. In UCP Advisor, click the Compute icon.
2. Inthe Navigator window, select the server for which you want to list the datastores.
3. Click the Manage tab, then click the vSAN Datastores tab.
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Navigator X |
4 Back

| Summsrﬂ Manage |

Deploying an ESXi host to a cluster or data center

WKJ52900615 | {2} Actions =

| cPu | FRU | Fan | Temperature i Voltage | Memory i- VSAN Datastores |

IO

Hostname: 172.17.20.72 Status: connected Health: healthy Metwork Partition: Group 1

Accessible: Yes Read-Only: No Total Disks: & Disks In Use: &

Datastore

Datastore Name Free Space Capacity

vianDatasiore 19960.44 GB 18767.07 GB

Physical Storage Devices

Display Name Capacity sk Tier Drive Type State L
Local ATA Disk (naa.35cd2e404c26{The) 745,21 GB Cache Flash Mounted =

Local SEAGATE Disk (naa.S000c5008e5dcb5b) 1117.81 GB Capacity HDD Mounted

Local SEAGATE Disk [naa. 5000c5003e56d4bb]) 1117.81 GB Capacity HDD Mounted -

Other Storage Devices

Display Name Capacity Dusk Tier Drive Type State

Local ATA Disk (B10.ATA SATADOM2OMV _3SE___ 25.63 GB Cache Flash Maounted

4 3

S
« I ’

Details regarding the selected server are provided as follows:

« Host Config: Shows the host name and other related details.

« Datastore: Shows the datastore name, free space, and capacity.

« Physical Storage Devices: Shows the physical storage devices associated with the
datastore, including capacity, tier, drive type, state, and operational state.

» Other Storage Devices: Shows any other associated storage devices.

Deploying an ESXi host to a cluster or data center

You can deploy an ESXi host to an ESXi cluster or data center.

The following ESXi host configurations are supported:

= Deployment of an ESXi host to an ESXi cluster.

= Deployment of an ESXi host to a datacenter.

Before you begin

Make sure any compute nodes that have been onboarded with ESXi credentials in UCP
Advisor and ESXi host are not managed in any vCenter prior to deployment.
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Deploying an ESXi host to a cluster or data center

Procedure

1. From the Configure Virtual/Logical Resources banner that is accessible by clicking
the up arrow at the top of the UCP Advisor main window, click ESXi Host(s).

I} UCP Advisor

Configure Virtual/Logical Resources

Deploy Server

g
|
(

Node Node(s)

Datacenter or Cluster
Made| BMC IP ESXI Host IP Chassis Serial Number
Select Host Profile

QuantaPlex .. 172.17.22.13 172.17.22.73 UKIS0B00L77 WKJIS3500417
Summary D518-2U (d.. 172.17.168. ... Chassis-QTF4l.. QTF4)0S37026...
|\/I Advanced Se. . 172.17.66.1... 172.17.66.2... Chaszsis-ARZT2 . ARZTZ40000%
=

Select one or more servers to deploy.
From the Datacenter or Cluster tab, choose a cluster to deploy.
(Optional) Provide the ESXi license key.

(Optional) From the Select Host Profile tab, select a host profile. (Available for
VMware vSphere Enterprise Plus license only.)

6. Select Finish to deploy the ESXi host(s) to the selected cluster.
After initiating the deployment of the host, the following tasks are performed:

LA I N

« Zone configuration is validated against the best practice for each of the hosts
and a warning task event is generated if the zoning configuration does not
comply with the best practice.

« Host group configuration is validated against the best practice for each of the
hosts and a warning task event is generated if the host group configuration does
not comply with the best practice.

« Common LUNs that are shared by other hosts in an existing cluster are
identified, common LUNSs are presented to the hosts, and the data stores are re-
scanned for each of the hosts.

« Selected host profiles are attached to each of the cluster hosts.
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Chapter 4: Managing switches

UCP Advisor provides pertinent information and allows you to manage operations for
connected Ethernet and Fibre Channel switches.

Note: Switch provisioning is not currently supported for UCP 2000, UCP 4000,
HC, and RS based Broadwell servers.

Managing Ethernet switches

You can obtain detailed, component-level information for a selected Ethernet switch by
accessing the Manage tab from the UCP Navigator window. In addition to the
information provided from the Manage tab, you can also perform a number of
management operations from the Actions list.

By using the UCP Navigator, you can access the Ethernet Switches window that provides
a Summary tab that presents general details for a selected switch.

The Manage tab shows additional details and lets you manage ports and perform other
management operations for a given switch:

= Ethernet Ports: Shows details about the Ethernet ports and allows you to specify
which ports are to be managed.

= VLAN: Shows details regarding VLANs and allows you to add, delete, and specify ports
associated with a VLAN.

From the Actions list, you can perform the following management task:

= Upgrade Firmware: Allows you to upgrade the firmware for a selected switch.

Ethernet switch inventory
You can obtain a summary of pertinent details for a selected Ethernet switch by
accessing the Summary tab from the UCP Navigator window.

The Summary tab, shown below, provides information about the Ethernet switch, its
location, and its current state.
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Ethernet switch inventory

R1-93180YC-A % 1§ | {EActons ~

Summary Manage

%

Serial Number: FDO214718M3 Name: R1-93180YC-A 1P Address: 172.17.93.23 e ey
Firmware: 7.0(3)15(1) Switch Model: NSK-C93180YC-EX Power Status: On

Fan Status: Normal Status: up Temperature: Normal

Type: Ethernet Primary: false Secondary:  false

Leaf: false RBridge ID: 0

1 12 17 18 19 20 25 26 27 28 33 34 35 36 41 42 43 44

EEN - N

5 6 7 8 13 14 15 16 21 22 23 24 29 30 31 32 37 38 39 40 45 46 47 48

49. 50. 51. 52

Search

Description Severity Source Alert Type

Alerts regarding the currently selected switch are shown at the bottom of the Summary
window, indicating severity level, source, and type of alert. You can use this information
to track alerts that are generated during the operation of the switch.

The following details are provided in the summary:

Serial Number:
Serial number of the switch.

Firmware:
Firmware version for the switch.

5 Note: Following a firmware upgrade, it can take up to 30 minutes for
the new firmware version to be updated in the summary details.
However, you can get the latest firmware version by clicking the
Refresh button from within the vSphere web client.
Fan Status:
Indicates the current fan status.

Type:
Indicates the type of switch (Ethernet).

Switch Model:
Indicates the switch model.

IP Address:
Indicates the IP address for the switch.

Status:
Shows the onboard status as follows:

= UP
= DOWN

Chapter 4: Managing switches

UCP Advisor Administration Guide Version 2.5 62



Upgrading Ethernet switch firmware

= UNKNOWN
* UNREACHABLE

Power Status:
Shows the current power status (On or Off).

Temperature:
Shows the current temperature status as follows:

= Other

= Unknown

= Normal

* Warning

= Critical

= Fatal
Name:

Shows the switch name.

Primary:
True if this switch is the primary node in the cluster.

Secondary:
True if this switch is the secondary node in the cluster.

Leaf:
True if this switch is the leaf node in the cluster.

RBridge ID:
For Brocade switches, specifies the Switch RBridge ID.

Upgrading Ethernet switch firmware

You can upgrade the firmware for a selected Ethernet switch. The firmware upgrade
operation can take approximately 30 minutes to complete, depending on the switch
type.

Before you begin

Upload the appropriate firmware bundle from the Firmware tab, available from the
Administration selection in the Navigator window.

Procedure

1. Inthe UCP Advisor window, click the Ethernet Switches icon.

2. Inthe Navigator window, click Ethernet Switches, then select the switch with the
firmware to be updated.

3. From the Actions list, click Upgrade Firmware.
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4.
5.

Backing up a switch configuration

% Upgrade Firmware X

Upgrade Firmware Firmware Bundle

Summary
Select Bundle: UCPAdvisorFirmwareBundle-08212017-v2 0

Manufacturer Firmware Type Model version Date

Hitachi BIOS Ds120 3A08.HZ 08092017
Hitachi BMC DS120 3.16.06 08282017
Brocade FC G620 v8.0.1 04222017
Cisco NXOS 3048 v7.0.3.14.6 03102017
Cisco NX0S 93180LC v7.0.2.17.1 08312017
Cisco NXOS 93180YC v7.0.3.14.6 03102017

Next » Cancel

Select the appropriate firmware bundle from the list, then click Next.

Check the information provided in the Summary Information window, then click
Finish.

The firmware upgrade operation can take approximately 30 minutes to complete,
depending on the switch type. After completion, the switch will reboot.

If necessary, you can consult the entry in the Recent Tasks window to check that
the firmware upgrade task has been completed and to determine any other
relevant details regarding the task.

Backing up a switch configuration

You can perform a backup of the current Ethernet switch configuration as a profile that
can subsequently be restored.

Procedure

1. Inthe UCP Advisor window, click the Ethernet Switches icon.

2. Inthe Navigator window, click Ethernet Switches, then double-click the switch
with the configuration you want to back up.

3. From the Summary tab, click the Backup Profile icon.

The Backup Profile window opens, requesting confirmation of the backup.

4. C(lick Yes. A message indicates that the current configuration profile is being saved.
The Back up window opens indicating whether the backup has been completed
successfully.

5. If necessary, you can consult the entry in the Recent Tasks window to check that

the backup task has completed and to determine any other relevant details
regarding the task.
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Restoring a switch configuration

You can restore a previously backed up configuration profile for a selected Ethernet

switch.
Procedure
1. In the UCP Advisor window, click the Ethernet Switches icon.
2. Inthe Navigator window, click Ethernet Switches, then double-click the switch
where you want to restore a previously backed up configuration profile.
3. Onthe Summary tab, click the Restore Profile icon.
Switch Name: R1-93180YC-EX-A
Switch Model: NSK-C93180YC-EX
Switch IP: 172.17.234.23
Switch Backup: = Select a backup file
4. Select the backup file to be restored from the list, then click Submit to initiate the
backup restoration.
The restore profile operation can take around 5 minutes to complete, depending on
the backup size. After completion, the switch will reboot.
5. If necessary, you can consult the entry in the Recent Tasks window to check that

the restore task has been completed and to determine any other relevant details
regarding the task.

Managing Ethernet ports

You can display the details of Ethernet ports.

Procedure

1.
2.

In the UCP Advisor window, click the Ethernet Switches icon.

In the Navigator window, click Ethernet Switches, then double-click the switch for
the ports you want to include or exclude from management.

On the Manage tab, click the Ethernet Ports tab. All of the currently active ports
are listed by their Port ID, including port status, speed, and other details.
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R1-931B0YC-EX-A & & | EhActions v

Summary | Manage

Ethernet Ports | VLAN

Search
Port ID Port Status Speed VLAN ID Device Type Tag Online Status Managed
1/1 up 10G 234,235 eth Trunk Online v
1/2 up 106 234, 235, 788..  eth Trunk online v
1/3 DOWN 106G 234 eth Trunk Offline v
1/4 DOWN 25G 234 eth Trunk Offline v
1/s DOWN 25G 10, 11, 234 eth Trunk Offline v
1/6 DOWN 25G 234 eth Trunk Offline v
/7 DOWN 25G 234 eth Trunk Offline v
1/8 DOWN 25G 100, 234 eth Trunk Offline v
/9 DOWN 25G 15 eth Trunk Offline v
1/10 DOWN 25G eth Access Offline v
1/11 DOWN 25G eth Access Offline v
1/12 DOWN 25G eth Access Offline v
1/13 DOWN 25G 1,5, 10, 11, ... eth Trunk Offline v
e Are —a P Py T Fd M
Page 1 of 2 Displaying items 1 - 50 of 54

4. Inthe Managed column, use the check boxes to specify which ports are to be

managed.

Result

Ethernet port status is shown for the ports that are checked.

Creating and removing a VLAN on an Ethernet switch

You can create or remove a VLAN for a selected Ethernet switch.

Procedure

1.
2.

In the UCP Advisor window, click the Ethernet Switches icon.

In the Navigator window, click Ethernet Switches, then double-click on the switch
where you want to add or remove a VLAN.

On the Manage tab, click the VLAN tab.
All of the currently active VLANSs are listed by their VLAN ID, including name,
associated ports, VLAN type, and other details.

To create a new VLAN, click the Create VLAN icon.
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5.

Adding and removing ports from a VLAN

Name: vlan11
VLAN ID: 504
Type: Trunk = Access
Port
v 1/1
1/2
v 1/3
1/4
1/5
1/6
1/7 -

=3 D

Enter the name for the new VLAN, its ID, and specify whether it is a Trunk or Access
port by clicking the appropriate button. You can also specify the ports that are to be
associated with the newly created VLAN. Selecting a port is optional, and when not
selected, the Trunk or Access type is ignored.

Click Submit.

To remove a VLAN, select the entry in the listing, click the Delete icon, then confirm
the deletion.

Adding and removing ports from a VLAN

You add and remove ports from a VLAN.

Procedure

1.
2.

In the UCP Advisor window, click the Ethernet Switches icon.

In the Navigator window, click Ethernet Switches, then double-click the switch
where you want to add or remove ports assigned to a VLAN.

On the Manage tab, click the VLAN tab.

All of the currently active VLANSs are listed by their VLAN ID, including name,
associated ports, VLAN type, and other details.

To assign or remove a port for an existing VLAN, click the Add or Remove VLAN to
Ports icon.
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Add or Remove Port From VLAN (X

V0LAN ID: g b
Port Type

1/1 Trunk -
v 1/2 Trunk
1/3 Trunk
v 1/4 Trunk
1/5 Trunk
1/6 Trunk

1/7 Trunk v

= =R

5. Select the appropriate VLAN ID from the list, then check or uncheck the boxes next
to ports that are to be included or excluded for the selected VLAN.

6. Add or remove a port from the VLAN, or toggle the type between Trunk or Access.
7. Click Submit.

Synchronizing a VLAN trunk range to an Ethernet switch

You can copy a VLAN range from a VMware distributed virtual switch to a UCP switch
device.

Before you begin

= Configure the vSphere Distributed Switch in vCenter for VLAN synchronization.
= Verify that the selected hosts are part of the distributed switch.

= Enable LLDP for the distributed switch.

= Verify that the selected ESXi hosts have a VMware vSphere Enterprise Plus license.

Procedure

1. Inthe vSphere Web Client, navigate to the distributed switch.
2. On the Configure tab, expand Settings and select Properties.
3. Click Edit.
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8.

Synchronizing a VLAN trunk range to an Ethernet switch

MTU (Bryles)

Muilicast BBifing mode

Db cove py prodaol

Tise

Opeaton

AdiminisEuiCy Soame
Hame

Oy Culain

Click Advanced to edit the vSphere Distributed Switch settings.

In the Discovery protocol category, for the Type setting, select the Link Layer
Discovery Protocol option and make sure that Listen is selected for the Operation
setting.

Click OK.

On the Configure tab, verify that the appropriate information is shown for the
physical network adapter on the LLDP tab.

vmware: vSphere Web Client = Updated at 10:07 AM  {) | Adminisrator@SCPODFLOCAL ~
s ____—_—e——m—— B B =
Navigator x| @r21r234211 | B B B [y B | Byacions - e
- — —
<4 Back d Getting Stated  Summary  Monitor ‘ Configure | Permissions VMs Datastores Metworks  Update Manager
g 8
J ﬁ Q_ 2 “ Physical adapters
> [F1172.17.234.241 =
 [In Broadwell-Nitro Sion0e B @S - (Q Filter -
o St Adapts
[, Nitro-Cluster omge et Davics Actual Speed Configured Spead Switch MAC Addrass Obzerved IF rang
| || s i) Somge Devices Intel Carporation 82539EB 10.Gigabit SFISFP+ Network Connection
g :;21: ;i: ;:i Datastores vmnic2 10000 Mb 10000 Mb DSwitch 881e:84f3:53:d8  172.17.234.1
N Host Cache Configuration vmnic3 10000 Mb 10000 M DS8witch a8:1e:8413:53:d0 172.17.234. 1
(31 New Virtual Machine E .
" Jl‘[ Broadwell-Sino Protocol Endpoints :: Intel Corporation Ethernet Controller 10 Gigabit X540-AT2
vD]Daiacenter /O Filters vmnic0 Down Auto negotiate - a8 e84 cce1:58 No networks
» D 172.17.234.201 « Networking vmnic1 Down Auto negotiate = ad1e84ccels9 No networks
» @ 172.17.234 202 B Virtual switches : i O

UCP M it
v e VMkernel adapters

- Q 172.17.234.231 Physical network adapter: vimnic2
5 Hitachi_Windows_S Physica adagiens

{Fy Puma-245-5.2.0.2901 TCPAP configuration Al Properties  CDP | LLDP |
£ UCP-Controlier-VM-. Fiibrms Link Layer Discovery Protocol |2
iy ¥CSA-scPodF ~ Virtual Machines Chassis ID 13:80:90.77b1:bb
(1 vCSA-SCpodF-B5ute VM Startup/Shutdown PortID Ethernet1/4
VMware-vRealize-L
?EVMware-vRD-Appha e Tasoie e
5 TimeQut 30
v @ 172.17.234.233 Swap file location S 3840
EbAutomaﬁon_Hnaan.. Default VM Compatibility Management Address 1721723423
(i Automation_Hitachi-. + System S e ) N, b
iy /Aasomalion tiaac Licensing v Ey
5 Automation_vCSA_... £l 0 v
& Hitachi-1ICP-Advisor |7

It might take some time for the LLDP details to get populated. Wait until the data is
updated in vCenter before triggering the VLAN synchronization operation. After the
vSphere Distributed Switch has been properly configured in vCenter, you can use
UCP Advisor to complete the synchronization as described in the remaining steps.

From the Configure Virtual/Logical Resources banner at the top of the UCP
Advisor main window, click VLAN Mgmt.
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Synchronize Uplink VLAN Range

Cluster or Host Cluster or Host

Sumimary
= B 172.17.234.241(WCENTER)
+ U9 Broadwall-Nitro
= T Datacanter

B 17207234 200

|
0
- - I UCP Management
2
o

ol Switches

9. Select the appropriate host from the cluster or data center.

10. Expand the selected server and verify the server NIC MAC address, switch IP
address, physical port, VLAN trunk range (comes from the vCenter dvSwitch uplink
port group VLAN), and physical VLAN trunk range (comes from the physical Ethernet
switch port VLAN).

11. Check that the summary information correctly reflects your input.

) UCP Advisor

Configure Virtual/Logical Resources

T Synchronize Uplink VLAN Range a
Cluster or Host Summary Information
S MNIC MAC Switch IP Phu.. Virtual VLAN Trunk Range Physical ...
2 - 172.17.234.202

wmnicl 172.17.234.24 12 234-235,887 234, 235
wmnicl 172,17.234.23 vz 234-235,887 234, 235

2
- |
1 3 =3

12. Click Finish to complete the VLAN synchronization.

Managing Fibre Channel switches

You can obtain detailed, component-level information for a selected Fibre Channel
switch by accessing the Manage tab from the UCP Navigator window. You can also
perform a number of management operations from the Actions list.
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From the Manage tab, you can access detailed information regarding a switch by
selecting the appropriate tab:

= Ports: Shows details about the Fibre Channel ports.

= Alias: Shows currently defined aliases for the selected switch, and allows you to add,
edit, and remove aliases.

= Zones: Shows currently defined zone names for the selected switch, and allows you to
add, edit, and remove zones.

= Zone Config: Shows the zone configuration associated with the selected switch, and
allows you create, edit, and remove zone configurations. You can also enable and
disable zone configurations.

From the Actions list, you can perform the following management task:

= Upgrade Firmware: Allows you to upgrade the firmware for a selected switch to the
latest version.

Fibre Channel switch inventory

You can obtain a summary of pertinent details for a selected Fibre Channel switch by
accessing the Summary tab from the UCP Navigator window.

The Summary tab, shown below, provides information about the Fibre Channel switch,
its location, and its current state.

R1.CH1.6546-B & E g_':j.l‘.:nuns -
Summary = Manage

BE® 0@ %

Serial Number: CTCO433L026 Name: R1-CH1-5546-8 1P Address:  172.17.137.179 s
Firmware; v7.3.2a Switch Model: BrocadeS546 Power Status: -

Fan Status: ud Status: (513 Temperature: Normal

Chassis TPz 172.17.137.10 Chassis Slot: 3

11 16 17 18 19

12 13 14 13 0 7. 22, 13

Alerts regarding the currently selected switch are shown at the bottom of the Summary
window, indicating severity level, source, and type of alert. You can use this information
to track alerts that are generated during the operation of the switch.

The following details are provided in the summary:

Serial Number:
Serial number of the switch.
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Firmware:
Firmware version for the switch.

A g o 2 .
E Note: Following a firmware upgrade, it can take up to 30 minutes for
the new firmware version to be updated in the summary details.
However, you can get the latest firmware version by clicking the

Refresh button from within the vSphere web client.
Fan Status:
Indicates the current fan status.

a Note: Fan status is not provided for the CB 500 chassis.

Type:
Indicates the type of switch (Fibre Channel).

Chassis IP:
IP address of the CB 500 chassis.

Name:
Shows the switch chassis name.

Switch Model:
Indicates the switch model.

Status:
Shows the onboard status as follows:

= UP
= DOWN

= UNKNOWN

= UNREACHABLE

Role:
Specifies the role for the switch.

Chassis Slot:
Slot ID for in-chassis Fibre Channel switch in CB 500 chassis.

IP Address:
Indicates the IP address for the switch.

Power Status:
Shows the current power status (On or Off).

a Note: Power status is not provided for the CB 500 chassis.

Temperature:
Shows the current temperature as follows:

= Other
= Unknown

= Normal
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= Warning
= Critical
* Fatal

a Note: Temperature status is not provided for the CB 500 chassis.

A collection of icons at the top of the Summary window allows you to enable and disable
the switch, and back up and restore profiles associated with the switch. The following
operations are available:

Backup Profile
Backs up the current profile.

Restore Profile
Restores the specified profile.

Enable FC Switch
Enables the Fibre Channel switch.

Disable FC Switch
Disables the Fibre Channel switch.

Clear Zone Config
Clears the zone configuration.

Upgrading Fibre Channel switch firmware

You can upgrade the firmware for a selected Fibre Channel switch.

Before you begin

= Prior to upgrading the switch firmware, you must first upload the appropriate
firmware bundle from the Firmware tab, available from the Administration selection
in the Navigator window.

Procedure

1. Inthe UCP Advisor window, click the Fibre Channel icon.

2. Inthe Navigator window, click Fibre Channel Switches, then select the switch with
the firmware to be updated.

3. Click Upgrade Firmware either from the top of the Switches window or as an
option from the Actions list. The Upgrade Firmware window opens with a listing of
available firmware bundles, along with pertinent details for each entry.
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% Upgrade Firmware X

Upgrade Firmware Firmware Bundle

Summary
Select Bundle: UCPAdvisorFirmwareBundle-09212017-v2.0

Manufacturer Firmware Type Model Version Date

Hitachi BIOS DsS120 3A08.H2 08092017
Hitachi BMC DS120 3.16.06 08282017
Brocade FC G620 v8.0.1 04222017
Cisco NXOS 3048 v7.0.3.14.6 03102017
Cisco NX0S 93180LC v7.0.3.017.1 08312017
Cisco NXOS 93180YC v7.0.3.14.6 03102017

Next » Cancel

4. Select the appropriate firmware bundle from the list, then click Next.

5. If necessary, you can consult the entry in the Recent Tasks window to check that
the firmware upgrade task has completed and to determine any other relevant
details regarding the task.

Managing Fibre Channel ports

You can determine the ports associated with a Fibre Channel switch and check their
current status.

Procedure

1. Inthe UCP Advisor window, click the Fibre Channel icon.

2. Onthe Navigator window, click Fibre Channel Switches, then select the switch
where you want to review port details.

3. Onthe Manage tab, click the Ports tab.
All of the ports associated with the selected Fibre Channel switch are listed by their
port ID, name, and other pertinent details:

Port Entry Descriptions
Port ID: Shows the ID associated with the port.

Port Name: Shows the port name.

Speed: Shows the speed classification for the port as follows:
« AN = Automatic speed negotiation is enabled.

« Nx = Negotiated x Gbps; for example, N8 speed means the negotiated
speed is 8 Gbps.

« XG = Port speed is set as fixed at x Gbps; for example, 8G indicates that
the speed is fixed at 8 Gbps.

WWN: Shows the World Wide Name (members) associated with the port.
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Status: Indicates whether the port is currently online or not.
Connected Device Name: The connected Initiator/Target name.

Connected Device WWN: The connected Initiator/Target PWWN.

Managing aliases

You can add, edit, and delete members of a zone alias for a selected Fibre Channel

switch.
Procedure
1. Inthe UCP Advisor window, click the Fibre Channel icon.
2. Inthe Navigator window, click Fibre Channel Switches, then select the switch
where you want to add or remove an alias.
3. Onthe Manage tab, click the Alias tab.
All of the currently active aliases are listed by their name and associated members.
4. To create a new alias, click the Add Alias icon. The Add Alias window opens where

you can specify an alias name and select the WWNs to be associated with the new

alias.
Add Alias (X}

Alias Name: ‘ Hitachi CLTA ‘

WWN
10:00:00:90:fa:f0:54:d8
10:00:00:10:9b:1c:30:48
50:06:0e:80:12:a0:c6:04
50:06:0e:80:12:a80:c6:15
50:06:0e:80:12:a0:c6:24

50:06:0e:80:12:a0:c6:34

-

50:06:0e:80:07:de:57:00

5. Enter the name for the new alias, then check the boxes next to the members that

are to be associated with the newly created alias. If necessary, you can select the
WWN check box to include all available members.

Click Submit.

To edit an existing alias, select the name of the alias from the list and then click the
Edit Alias icon and make the necessary modifications.

To remove an existing alias, select the name from the list, then click the Delete Alias
icon and confirm the deletion.
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Managing zones

You can create, edit, and delete zones for a selected Fibre Channel switch.

Procedure

1. Inthe UCP Advisor window, click the Fibre Channel icon.

2. Inthe Navigator window, click Fibre Channel Switches, then select the switch
where you want to add or remove a zone.

3. Onthe Manage tab, click the Zones tab.
All of the currently active zones are listed by their zone name, including their
associated members.

4. To create a new zone, click the Create Zone icon. The Add Zone window opens
where you can specify a new zone name and select an associated alias name.

Zone Name: Zone12A

v Alias Name

CL1A
CL1B
CL3A
CL5A
CL3B

G800_CL1E

NN N NN

G800_CL2F v

5. Choose an alias for the selected zone.
6. Click Submit.

To edit an existing zone, select the name of the zone from the list and then click the
Edit Zone icon.

To remove an existing zone, select the name of an existing zone from the list, then
click the Delete Zone icon.

Result

The new zone is created and listed according to the name and other information you
supplied.

Managing a zone configuration
You can add, edit, and delete zone configurations for a selected Fibre Channel switch.

Procedure

1. Inthe UCP Advisor window, click the Fibre Channel icon.
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2. Inthe Navigator window, click Fibre Channel Switches, then select the switch
where you want to add or remove a zone configuration.

3. Onthe Manage tab, click the Zone Config tab.
All of the currently active zone configurations are listed, including their associated
members.

4. To create a new zone configuration, click the Create Zone Config icon. The Add
Zone Config window opens where you can enter a name for the new zone
configuration and select the associated members.

Add Zone Config Q

Zone Cfg Name: ‘ Zone 15A ‘

Zone Name

v Skylake_201_2
Skylake_202_z2
v khoa
mgmtzone
srini

zonel

-

5. Enter the name for the new zone configuration, then select the appropriate check
boxes for the associated members.

6. Click Submit.
To edit an existing zone configuration, select the name of the zone configuration
from the list, then click the Edit Zone Config icon and make the necessary
modifications.
To remove an existing zone configuration, select the name of an existing
configuration from the list, then click the Delete Zone Config icon.
To enable a defined zone configuration, select the name of the defined zone
configuration from the list, then click the Enable Zone Config icon.

To disable an effective zone configuration, select the name of the effective zone
configuration from the list, then click the Disable Zone Config icon.

zone2

Result

The new zone configuration is created and listed according to the name and other
information you supplied. The zone configuration will now be part of the defined
configuration. After a new zone is added or deleted, use the enabling and disabling a
zone configuration instructions to enable or disable the configuration.
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Chapter 5: Administering UCP Advisor

You can perform administrative tasks to add devices and configure operational
parameters from the UCP Advisor environment.

Renewing an existing license

UCP Advisor ships with a 60-day trial license. You must apply for and obtain a permanent
license after the trial period is over.

If the trial license has already expired, you are prompted to enter the license key before
you can access UCP Advisor. In this case, provide the System-ID and node count values
to your Hitachi representative to obtain a license key.

Procedure

1.

In the Navigator window, click Administration. The Administration window opens
with the License tab selected.

B Administration

License Information

System ID: d7-72-d3-01-c2-bc License Key: 00C6-5B05-0000-C8E5-FTAB-3A82-EAA5-D256-D772

Node Count (Available / Total): Unlimited License Type: Trial

Days To Expire: 60 Status: Valid License

Apply License Key

License Key: ORI XK -XHKHK XK -XOXK-XX

Apply

Registered Compute Devices

ucP Appliance Registered Compute Devices
Storage 0
Santa Clara 3

nnnnn

2. Enter the license in the License key field.
3. Click Apply.
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Registering a UCP system

Registering a UCP system

In most cases, the UCP appliances required for your site will be registered during the
deployment phase of the installation, but you can register new appliances as necessary.

Before you begin

Note: To learn about the various types of systems that are supported by UCP
Advisor, and the hardware capabilities and limitations for each, see:

#unique_88.

Procedure

1. Log on to the VMware vSphere Web Client using your vCenter Administrator
credentials.

vmware: vSphere Web Client Az ) | Adminsiaice@SCPODELOCAL = | Help e |

Havigator B Girzaans My O U & 2 (@ acvons »
4 Back Genting St.. | Summary Montor  Corfigure  Permssions  Datacenters  Hosts A.Cl VMs Datastores  Networks  Linked vCe Extenmons  Update Ma
o

‘Whatis vCenter Serer?

13 Josaiia uuons o) , | syseLweon (o) [

ey (7

Basic Tasks Explon Furher
£ Create a folder Leam more about folders
[ Create Datacenter Leam about datacenters

0 (10) Recent Chjects

2. From the Home menu, located in the upper left area of the vSphere Web Client
window, select UCP Advisor.

a Note: In most cases, the UCP system and the devices required by your
site were registered and onboarded during the pre-deployment
configuration. The following step is provided if you need to register a
different UCP system. To onboard additional devices, see Automatically
adding resources using a CSV file (on page 82) or Manually adding
resources (on page 84) and add the necessary devices before
continuing with the next steps.

3. If a UCP System has not yet been registered, you will need to register one by clicking
on the plus (+) sign to access the Register a UCP System dialog box where you can
enter the appropriate values, as shown in the example below.
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L) UCP Advisor

Register a UCP System [3]

Appliance 1D;  UCP-CI-12345
UCP System Name: Appliancel
UCP Controller Host: 17217 57 114
UCP Gateway Host: 1721757138 8444
Model: UCP Cl
vCenter Address: 17217 57 113
vCenter Username: administratorg@scpodk. local

vCenter Password: | ssssssssss | |

4. Enter the relevant details as follows, then click Submit:

Appliance ID:
This is the descriptor ID for the appliance.

Note: The UCP Appliance ID is the number assigned to the appliance.
For UCP Cl appliances, the 5-digit serial number is required (UCP-
CI-00000). The serial number is located on a white rectangular label
affixed in the top-left corner of the front of the rack.

UCP System Name:
A common name used to refer to the UCP system.

UCP Controller Host:
UCP Advisor Controller VM IP address.
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UCP Gateway Host:
UCP Advisor Gateway VM IP address.

Model:
UCP Advisor supports the following UCP appliance models: UCP Cl (Converged

Infrastructure), UCP HC (Hyperconverged), UCP RS (Rack Scale), UCP 2000, UCP
4000, and Logical UCP.

vCenter Address:
The vCenter server address.

vCenter SSO credential:
The user name for the vCenter.

vCenter Password:
The password for the vCenter.

After you enter the details, the specified UCP system is made available.

| @ UCP Advisor

UCP SYSTEMS
+ Search Q

Appliance 1 P
Serial Mo.: UCP-CI-12345
wCenter Address: 1721757113

uce Controller Host: 172.17.57,134
UCP Gateway Host: 172.17.57.138

5. Click on the icon representing the UCP system. You are provided a choice of
compute, storage, or network devices on the UCP Advisor window.

vmware' vSphere Web Client  ft=

_WU l_ |l UCP Ahisor
€ Back | !E. o
UCE Imeniony |
M Compute » :' Configure ¥irtual/Logical Resources
@ storsge >4 ESHi Hostis) YLAN Mamt
> Network > -
B Adminisiration u
~ Applications y
() vRealize Crohesirator U

“Realizs Log Insight 0

i

6. Click on the icon representing the type of devices you want to manage. Depending
on the type of device you select, you see a listing of available devices.
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U | Adminssaien@SCPODFLOCAL = | Heip= | ()
g System | G Actons - Q 3
s
410108 VSP_GXO00 172174273 63-04-42-650000 it

3§ ssaubos v wem (0l +

D {10} Recent Gogects

Adding resources

UCP Advisor can automatically register and configure UCP hyperconverged or converged
infrastructure resources in a single workflow using a CSV file. If necessary, you can also
add individual resources manually.

User permissions

Users must be assigned administrator-level permissions to manage servers, switches,
storage, and chassis hardware within UCP Advisor, as shown in the following table. Note
that the name of the administrator role differs according to the resource type.

Resources Permission
Server Administrator
Switch network-admin
Storage Administrator User Group
Chassis Administrators

Automatically adding resources using a CSV file

Users with administrator-level permissions can use a CSV file to automatically add a
chassis (for UCP 4000 systems) and multiple storage, compute, and network switch
devices.

Before you begin

Verify that you have administrator-level permissions for the resource you want to add.
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You must have a CSV file prepared that specifies the chassis (for UCP 4000 systems) and
provides the configuration details on how various storage, switch, and compute devices
are to be brought onboard. In most cases, a CSV file has already been prepared during
the installation process, but you can edit this file, or create a new one, to add devices or
change the configuration. A sample spreadsheet is located in the installation folder
(C:\Program Files\Hitachi\UCP Advisor\Documentation
\UCPAdvisorOnBoardSheet.csv). Manually enter the connection information for the
devices, then save the configuration as a CSV file. Be sure the user names have the
appropriate administrator-level permissions and the passwords only contain allowed
characters. For details, see User permissions (on page 82) .

Procedure

1. In the Navigator window, click Administration.
2. Click the Onboard tab.

B Administration

i JEERY] cortoneim | e | o | s |t { i | i | togprae | i

Upload Information

Workshee il Pt [ seect Worksheet

3

Devices to be Onboarded

Device IP/Name Device Type Device Serial User ID

3. Click Select Worksheet, then browse to the CSV file for the devices you want to
onboard.
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@ Open X
oy ~ 4 |5 + ThisPC » Documents w || | Search Documents ]

Organize » New folder - T @

[&] Pictures * A Name - Date modified Type Size

System32 | UCPAdvisorOnBoardSheet-UCPCl.csv 3/12/2018225PM  CSV File 2k8

I This PC

[ Desktop

|| Documents

‘ Downloads

Jﬁ Music

[ Pictures

| videos

s Local Disk (C:)

./ DVD Drive (E) As

=x Disconnected N

¥ Network

v

File name: | UCPAdvisorOnBoardSheet-UCPClesv v| CSV File (.csv) »
All Files

4. Click Upload.
The configuration details for the devices are uploaded and shown in the Devices to
be Onboarded pane.

5. Verify the device details.
. DA
S sk [Feviar e i [osaie | Ioons] [ anasel | [l

Worksheet File Path: _

Devices to be Onboarded

Device IP/Name Device Type Device Senal User ID
172.17.234.101 Sarver N/A admin
172.17.234.102 Server /A admin
172.17.42.193 Storage 441158 maintenance
172.17.234.10 Switch N/A admin
172.17.234.23 Switch e admin
172.17.234.24 Switch N/& admin
172.17.234.33 Switch NfA admin
172.17.234.34 Switch NfA admin

6. Click On Board.

Manually adding resources

In most cases, the chassis (for UCP 4000 systems), and other devices for your site, were
specified during the installation process and are automatically loaded through a CSV
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configuration file. However, you can manually add a chassis, or other storage, network,
and compute devices as needed.

Adding a chassis

Users with administrator-level permissions can manually add, edit, or remove a Hitachi
Compute Blade 500 (CB 500) chassis for a UCP 4000 system managed by UCP Advisor.

Before you begin

Verify you have administrator-level permissions for adding a chassis. For details, see
User permissions (on page 82) .

Procedure

1. Inthe Navigator window, click Administration.
2. C(lick the Compute tab.
3. Click the Add Chassis Device icon.

Add Chassis Device (]

Management Node INFO

Address: *
Username: * Te-ster2
PaSS'ﬁ'ord: E RN

4. Inthe Add CB500 Chassis dialog box, enter the configuration details for the chassis
being added:

« Management IP Address: IP address for the management node associated with
the chassis being added.

« Username: Username of an account with administrative access for adding the
chassis.

« Password: Password that corresponds to the specified account in the Username
field.

5. Click Submit.
Dialog for onboarding SVP and subtasks for onboarding blades.

Note: You need to use the Edit Chassis Device dialog to enter the ESXi
host information after the blades are onboarded.
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Result

The new chassis and specified blades are brought on-board and are reflected in the list
of devices.

To remove a chassis, click the Remove Chassis Device icon, select the chassis to be
removed, then confirm the removal. When a chassis is removed, all associated blades are
also removed.

Adding a compute node

Users with administrator-level permissions can manually add a compute node to be
managed by UCP Advisor.

Before you begin

Verify you have administrator-level permissions for adding a compute node. For details,
see User permissions (on page 82) .

Procedure

1. In the Navigator window, click Administration.
2. Click the Compute tab.
3. Click the Add Compute Device icon.

Add Compute Device (%]

BMC INFO
E:j:::’:e orlP " 47217.93.101
Username: * admin
Password: * T
" ESXi INFO
Hostname or 1P | 172.17.93.201
Username: * root
Password: * .........l |

i e
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4. Inthe Add Compute Device dialog box, enter the compute node details:
« Hostname or IP Address: Host name or IP address for the compute device being
added.

Note: Only the IP address is supported in the current version. The
addition of individual HB3/HB4 blade servers is not currently
supported.

« Username: User name identifying the user adding the compute device.
« Password: Password for the user adding the compute device.

« ESXi INFO: Optional ESXi host name or IP address and credential information.

Result

The new compute device is brought on-board and reflected in the list of devices.

Adding a storage system

Users with administrator-level permissions can manually add a storage system to be
managed by UCP Advisor.

Before you begin

Verify you have administrator-level permissions for adding a storage system. For details,
see User permissions (on page 82) .

Procedure

1. Inthe Navigator window, click Administration.
2. C(lick the Storage tab.
3. Click the Add Storage System icon.

Serial Number: * 410016
Management IP Address: = 172.17.41.40

Username: = ucpadmin

|
S

4. Inthe Add Storage System dialog box, enter the storage system details:

Password: *

« Serial Number: Serial number for the storage system being added.

« Management IP Address: IP address for the storage system being added.
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« Username: User name identifying the user adding the storage system. The user
must belong to the user group that has administrator privileges to create user
accounts.

« Password: Password for the user adding the storage system. The password can
have alphanumeric characters and the following symbols: hyphen (-), period (.),
at mark (@), underscore (_), backslash (\), and comma (,).

Result

The new storage device is brought on-board, as reflected in the list of devices.

Adding a network switch

Users with administrator-level permissions can manually add a network switch to UCP
Advisor.

Before you begin

Verify you have administrator-level permissions for adding a network switch'. For details,
see User permissions (on page 82).

Procedure

1. Inthe Navigator window, click Administration.
2. Click the Compute tab.
3. Click the Add Switch icon.

Hostname or IP Address: * 172.17.93.10

Switch Type: Ethernet Management ~
Rack Label: = 1

Username: * admin

Password: * vrennen] |
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4. Inthe Add Switch dialog box, enter the appropriate details for the switch being
added:

« Hostname or IP Address: Host name or IP address for the switch being added.
a Note: Only IP address is currently supported.

« Switch Type: This can be one of the following:
. Ethernet
. Ethernet Management (management switch)
. Fibre Channel

« Username: Name of the user adding the switch.

« Password: Password for the user adding the switch.

Result

The new switch device is brought on-board, as reflected in the list of devices.

Configuring the UCP Gateway Host

You can configure the UCP gateway credentials used by the UCP Advisor web service to
collect logs.

Procedure

1. Inthe Navigator window, click Administration.
2. Click the Configuration tab.
3. Scroll down to UCP Gateway Host and click the Edit icon.

UCP Gateway Host (X

Hostname or IP Address: * 172 17.57 138
Port: * 8444
Username: =

Password: *

4. Inthe UCP Gateway Host dialog box, enter the relevant details. Many of the details
for the UCP Gateway Host are populated already:

« Hostname or IP Address: Host name or IP address for the UCP Gateway Host.

« Port: Port used for the UCP Gateway Host.
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« Username: User name identifying the user configuring the application.

« Password: Password for the user configuring the application.

5. Enter the credentials and click Submit to register and configure the UCP Gateway

Host.

Configuring vRealize Orchestrator

You can configure the optional vRealize Orchestrator application with UCP Advisor to
automate IT workflow processes on Hitachi storage and compute devices.

For more information, see the following documentation:

Compute Connector for VMware vRealize Orchestrator

Storage Connector for VMware vRealize Orchestrator

Before you begin

Ensure that vRealize Orchestrator is deployed. For more information, see the VMware
vSphere ESXi and vCenter Server 6.0/6.5 Documentation for information on deploying
VRO, found on the VMware website: http://www.vmware.com/.

The Hitachi Storage Connector software must be installed as an addition to vRealize
Orchestrator to add Hitachi workflows to the Orchestrator library. It sends storage
operations triggered by workflows to the web service component to be carried out.
This component is represented by a file named o11nplugin-HSC.dar.

The Hitachi Compute Connector software must be installed as an addition to vRealize
Orchestrator to add Hitachi workflows to the Orchestrator library. It sends compute
operations triggered by workflows to the web service component to be carried out.
This component is represented by a file named o11nplugin-HiVCOServer.dar.

Procedure

In the Navigator window, click Administration.

2. Click the Configuration tab.
3. Scroll down to vRealize Orchestrator and click Add.

vRealize Orchestrator X

Hostname or IP Address: * 172.17.93.238

Port: * 8283
Username: * root
Password; * uu.....| ‘
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Configuring vRealize Log Insight

4. Inthe vCenter Appliance Configuration dialog box, enter the relevant details as
follows:

=« Hostname or IP Address: Host name or IP address for vRealize Orchestrator.

« Port: Port used for the vRealize Orchestrator application. Specify 23020 for HTTP
or 23021 for HTTPS (VRO Web Service).

« Username: User name identifying the user configuring the application.
« Password: Password for the user configuring the application.

5. Click Submit to register and configure vRealize Orchestrator.

Configuring vRealize Log Insight

You can configure the vRealize Log Insight application to deliver heterogeneous and
highly scalable log management with intuitive, actionable dashboards, sophisticated
analytics, and broad third-party extensibility. This application provides deep operational
visibility and faster troubleshooting across physical, virtual, and cloud environments.

Before you begin

The Hitachi UCP Advisor converged content pack enables the collection of syslog
information from storage, compute, and network devices that are on-boarded to
inventory. Before using the vRealize Insight application, you need to enable the syslog
through a content pack.

For server and storage devices, use the following content pack:

C:\Program Files\Hitachi\UCP Advisor\HiLogInsightConverged\Content
Packs\ UCP Advisor Converged v01.0.0.vlcp

For Brocade and Cisco Systems, download the content pack from the VMware solution
exchange:

https://marketplace.vmware.com/vsx/solutions/brocade-ip-networks-log-insight-content-
pack

Procedure

1. In the Navigator window, click Administration.
2. Click the Configuration tab.
3. Scroll down to vRealize Log Insight and click Add.
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Configuring the VMware vCenter Appliance

vRealize Log Insight (%]

Hostname or IP Address: * 172.17.93.239

Username: * admin
Password: * [ '""---'l
Port: * 9543

Note: Once the configuration is successfully saved,
a new window/tab opens. If you have not accepted
the certificate, accept it. The certificate enables
vRealize Log Insight to work.

o | conn |

4. Inthe vRealize Log Insight dialog box, enter the relevant details as follows:
» Hostname or IP Address: Host name or IP address of the user.
« Username: User name identifying the user configuring the application.
« Password: Password for the user configuring the application.
« Port: Port used for the vRealize Log Insight application. Port 9543 is specified.

5. Click Submit to register and configure vRealize Log Insight.

Configuring the VMware vCenter Appliance

You can configure the vCenter Appliance to communicate with UCP Advisor.

Procedure

1. Inthe Navigator window, click Administration.
2. Click the Configuration tab.
3. Scroll down to vCenter Appliance and click Edit.

vCenter Appliance Configuration Q

Hostname or IP Address: 172.17.234 241
Username: * Bharath

Password: = EERERREREARIRRIRERS
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4. Inthe vCenter Appliance Configuration dialog box, enter the relevant details as
follows:

« Hostname or IP Address: Host name or IP address for the appliance (already
filled in).

« Username: User name identifying the user configuring the appliance.
« Password: Password for the user configuring the appliance.

5. Click Submit to update the appliance.

Configuring Hitachi Automation Director

You can configure Hitachi Automation Director to enable the execution of service
templates from UCP Advisor.

Procedure

1. In the Navigator window, click Administration.
2. Click the Configuration tab.
3. Scroll down to Hitachi Automation Director and click the Add icon.

Hitachi Automation Director Q

Hostname or IP Address: * 172.17.91.168

Port: = 22015
Username: * system
Password: * srssnes

4. Inthe Hitachi Automation Director dialog box, enter the relevant details as
follows:

= Hostname or IP Address: Host name or IP address for the Automation Director
server.

= Port: Port for Automation Director.

« Username: User name identifying the user with administrator privileges who is
to access Automation Director. Enter system.

« Password: The Automation Director administrator password. Enter manager.

5. Click Submit.
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Running Hitachi Automation Director

You can access Hitachi Automation Director from within UCP Advisor and make use of
specially designed templates that automate many of the common management tasks.

Before you begin

= Make sure the Hitachi Automation Director software is installed, and is registered with
UCP Advisor.

* Check to ensure that your Hitachi representative has created custom templates that
can be run from UCP Advisor.

Procedure

1. Inthe Navigator window, or from the icons in the UCP Advisor window, select the
type of device you want to manage (Storage, Compute, Ethernet Switches, or Fibre
Channel Switches).

2. Double-click and select the device from the Objects window.

3. From the Actions list, select Hitachi Automation Director. A listing of Automation

Director templates is provided, along with an explanation of the function that each
performs.

[¥ Hitachi Automation Director )

Search by name or tag Q 1 Shaw only UCP Advisor workflows

Test Task Runner

Test Task Runner 2

Test Task Runner 4

Provision Datastore to Host 100GE
Deploy A Docker Container

Upgrade Cisco Firmware to NX0S 7.0.3
Reboot FT Switch

Provision Datastore to Host 500GR
Add Server to Cluster S1C-01

Submit Cancel
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4. Select the required service template from the list and click Submit. You can search
for templates created by your Hitachi representative via their associated tags. If the
Show only UCP Advisor workflows check box is checked, you can view and submit
custom workflows created by your Hitachi representative. If empty, contact the
appropriate Hitachi representative.

Result

The selected Automation Director template is run.

Configuring the SCP Server

You can edit the SCP Server configuration file that allows files to be easily transferred
between UCP Advisor and a network switch.

Procedure

1. In the Navigator window, click Administration.
2. Click the Configuration tab.
3. Scroll down to SCP Server and click the Edit icon.

SCP Server Configuration

Hostname or IP Address: * 172.17.234.243

Username: * ucpadmin

Password: *  ssssssessss

Csuom ] o |

4. Inthe SCP Server Configuration dialog box, enter the relevant details as follows:

=« Hostname or IP Address: Host name or IP address for the SCP server. The host
name is automatically supplied.

« Username: User name identifying the user configuring the application.
« Password: Password for the user configuring the application.

5. Click Submit to configure the server.

Scheduling the backup of a switch configuration

You can schedule, or immediately perform, a backup of a selected switch configuration.

Procedure

1. In the Navigator window, click Administration.
2. Click the Backup tab.
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B Administration

FC Switch and Ethernet Switch Backup Schedule

Weekly: Monday Tuesday Wednesday Thursday Friday Saturday 1 Sunday
Time: 12:00 AM

3. You have the option of scheduling the backup for a specified time, or you can
perform the backup immediately.

« To set up a scheduled backup, specify the appropriate day of the week when the
backup is to take place, then specify a time from the list.

« To perform an immediate backup, click Backup Now.

4. Click Submit to initiate the backup sequence.

Result

The backup is performed as specified and can be confirmed by checking the task list.

Upgrading and applying firmware and patches

You can upgrade firmware for compute nodes, Fibre Channel, and Ethernet switches.

Procedure

1. In the Navigator window, click Administration.

2. Click the Firmware tab, then wait for the firmware information to appear in the
Firmware Information window.
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Upgrading and applying firmware and patches
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Click Upload to load the selected bundle.

When the contents are uploaded, click Upgrade UCP Firmware.
Select the firmware bundle for the upgrade, then click Next.
Select the servers, then click Next.
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9. Verify the upgrade information from the Summary Information window, then click
Finish.
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Generating and downloading log files

You can generate and download UCP Advisor system log file bundles for failure analysis
and troubleshooting.

Procedure

1. In the Navigator window, click Administration.
2. Click the Log Bundle tab.
3. Click Generate Log Bundle.
The Log Bundles generated successfully dialog box opens.
4. Click Download to download the log bundles.
The zipped (.zip) file of log bundles is downloaded to your local download directory.

5. Unzip the downloaded file and review as required.
The following figure shows an example set of downloaded log bundles.

4 [ = | UCP Advisor =] n} X
Home Share View 7]
~ v & > ThsPC » Local Disk(C) » ProgramFiles » Hitachi » UCP Advisor > v Search UCP Advicer Fe

Neme Dte modified Type Size
J Quick access
Arifacts
Deskdto o+
B Dl Cert
-‘ Downloads + DataTrensfer
51 Documents * Documentztion
&= Pictures + HileginsightConverged
Tog Hilrack
Iog HIUCPWatchdog
HivSphereConverged
& This pe Inctaller
B Network LogBundle
RestAPI
Support

j ucp
vRO

6. If required, contact Hitachi Vantara Corporation customer support for technical
support at the following location:
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https://www.hitachivantara.com/en-us/services/customer-support-services.html

Have the downloaded log bundles zip file ready to send in an email to the Hitachi
technical support representative.

Using the UCP Advisor REST API

You can use the UCP Advisor REST API to perform management functions. The RESTful

APIs are described and documented in the Swagger Ul that is displayed from UCP
Advisor.

Procedure

1. Inthe Navigator window, click Administration.
2. Click the Rest API tab.

Navigasse 2 H Administration
dBack b

Confguration Hachup Rest API
prss— [ tiesnss | Onaows | Comtprston | conputn | crusen | soaee | wotwens | Sacu | Fumens | Logmumna |
@ Suage >

- Notacr 3| AP Dscumeten

3. Click APl Documentation.
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) swagger Explore

UCP Advisor REST API

Hitachi Unified Compute Platform Advisor API

Created by Hitachi Vantara .
See more at hitps://www.hitachivantara.com/en-us/products-solutions/converged-infrastructure.htmi

compute-devices : Register, remove, and view information for servers  snowitide | List Operations | Expand Operations

fibre-channel-alias : Assign alias's to storage ports SAN Fabric(s) ShowiHide | List Operations | Expand Operations
firmware : Upload firmware and trigger device upgrades Show/Hide | List Operations | Expand Operations
network-devices : Register, remove ethernet and fibre channel SWitches showHide | List Operations | Expand Operations
raid-groups : Create and manage RAID Groups (Parity Group) ShowiHide | List Operations | Expand Operations
storage-devices : Register or remove storage systems Show/Hide | List Operations | Expand Operations
storage-pool : Create and manage storage pools Show/Hide | List Operations | Expand Operations

storage-ports : Create, manage host groups and view storage port information

Show/Hide | List Oper:

system : Get information on appliance(s) and get session tokens Show/Hide | List Operations | Expand Operations
vlans : Create and manage vlans ShowiHide | List Operations | Expand Operations
vmware : Create mount and expand Datastores Show/Hide | List Operations | Expand Operations
volumes : Create and manage volumes Show/Hide | ListOperations | Expand Operations
zone-configs : Create and manage SAN Fabric zone configs Show/Hide | List Operations | Expand Operations
zones : Create and manage SAN Fabric zones Show/Hide | List Operations | Expand Operations

[ BASE URL: /api/v1/ , API VERSION: Version 2.0.0]

4. Click the options you want for detailed information.

Initiating a UCP Advisor API session

To initiate a UCP Advisor API session, you must first get information on the available
appliances and generate the required session tokens by invoking the following
commands:

GET https://<IP address of Controller VM> 23015/vl/services/
system/actions/GetAppliances/Invoke

Chapter 5: Administering UCP Advisor

UCP Advisor Administration Guide Version 2.5 101



Using the UCP Advisor REST AP/

Response Body
[

"Id": "adfc0cle-b573-411a-a25a-d343f5d1lcbc8",
"Model": "UCP CI",

"Name": "SCpodB test",

"UcpAgentHost": "172.17.66.245",
"UcpAgentPort": 8444,

"SerialNumber": "UCP-CI-000002"

"Id": "3490c15a-4002-4d1d-8b4a-88a2cll6de99",
"Model": "UCP CI",

"Name": "SCpodB",

"UcpAgentHost": "172.17.57.138",
"UcpAgentPort": 8444,

"SerialNumber": "UCP-CI-000001"

POST /services/system/actions/Authenticate/invoke

Run the authenticate APl with appropriate appliance information to get a session
token.

payload
{

"applianceId": "a4fcOcOe-b573-411a-a25a-d343f5d1lcbc8", (Copy this
appliance ID from above get appliances output)

"password": "PasswOrd!",

"username": "administrator@scpodb.local",

"vcenterIp": "172.17.66.246"

Response Body

190ace68-d7bb-457a-a859-303378e65034
Note: To run any APIs in Swagger, use the above session token and
provide the required input parameter.

GET /compute/services/compute-devices/actions/
GetAllComputeDevices/invoke

X-Auth-Token 1900ce68-dTbb-457a-2859.303378e65b0.34 X.-Auth.Token header string
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“"Applisnceld™: "adfcOcPe-b573-411a-a25a-d343F5d1cbel”,
“BMCLoginId": “admin®,
"BMCLoginPassword™: “cmb®.admin®

“BMCVersion™: "3.67.06",
"BlosvVersion™: "3a10.H2%,
“BladeIP™: "172.17.66.110
“BmcO5™: null,

“CMCVersion™

"CPUlInfo™: 2,
"ChassisFirmwareVersion™:
“ChassisiLabel™: “Chassiz-AR272400015",
“ChassisSerisliumber™

“ChassisUniquekey”™: "Chassis-AR272400815"°,

“"Chipset™: “AST2500(A2)",

"Cluster®: "Unallocated”,
“"Datacenter”: "Unallocated™,
“Deviceld”: "@dlcdc (Quanta) 3542 ",

Using the UCP Advisor CLI

You can use the UCP Advisor CLI to perform management functions. The following
procedure is for the Windows platform.

Before you begin

Create an environment variable called UCPA_HOST (for Linux and Mac, place this in
your .bashrc; for Windows, go to Advance Settings in System Properties) - export
UCPA_HOST= https:// <ucp-advisor-IP>:23015.

Download the UCP CLI package from the UCP Advisor media kit or UCP Advisor installed
path.
Procedure

1. Open a command prompt and navigate to C: \Program Files\Hitachi\UCP
Advisor\ucp\cli\win.
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n>ucpactl

3. Initiate the login and provide the previously returned appliance ID, then enter the
vCenter credential to create a valid session as shown in the examples below.

After a session token has been generated, all CLIs can be invoked with the required
input parameter.

Chapter 5: Administering UCP Advisor

UCP Advisor Administration Guide Version 2.5 104



Using the UCP Advisor CLI

Chapter 5: Administering UCP Advisor

UCP Advisor Administration Guide Version 2.5 105



Chapter 6: Troubleshooting

Common problems and possible solutions are described in this module.

Accepting the SSL certificate in vRLI
Use the following guidelines and suggested steps to help resolve common failures when
accepting SSL certificates.

Condition:
When the vRLI is selected from the Navigator, UCP Advisor displays an error
message instead of the vRLI logon screen.

What it Means:
The SSL certificate has not been accepted for vRLI for this particular domain.

Corrective Action:
The certificate must be accepted.

To accept the SSL certificate, follow these steps:

1. Open another tab in the vRLI logon page.

2. Enter the same VRLI IP address in the URL field (for example, https://<IP
address>/).

3. If the web browser does not automatically accept the SSL certificate, manually
accept it.

Configuring vRLI

Use the following guidelines and suggested steps to help resolve common vRLI failures.

Condition:
The vRLI configuration does not work.

What it Means:
Incorrect vRLI IP address and credentials may have been entered.

Corrective Action:
The credentials must be correct when deploying vRLI.

To configure vRLI, follow these steps:

1. Inthe Navigator, click Administration.
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Click the Configuration tab.

In the vRealize Log Insight area, click the plus (+) icon.
Enter a host name or IP address.

Enter a vRLI account name and password.

Click OK.

o v s~ WwWwN

Troubleshooting UCP Advisor session timeouts

Use the following guidelines and suggested steps to help resolve common failures when
UCP Advisor session timeouts occur.

Condition:
The UCP Advisor session suddenly stops because it has been idle for too long. An
error message, similar to the following figure, might appear.

vimware: vSphere Web Client Az

@ LCP Sarvice tacusly (ot ite Canned Be verfled

What it Means:
The UCP Advisor plugin cannot access the web service.

Corrective Action:
Restart the UCP Advisor web service.

To restart the UCP Advisor web service, follow these steps:

1. From the taskbar, click Services.
2. Right-click the Hitachi UCP Advisor Services Services entry, then click Restart.

If this symptom persists after you restart the UCP Advisor web service, confirm that the
self-signed certificate used for HTTPS access exists. The certificate (UCPAdvisor.cer)
should be located in <C:\Program Files\Hitachi\UCP Advisor\Cert>.

If the certificate does not exist in the folder, perform the following steps:
1. Run the following PowerShell command:

New-SelfSignedCertificate -CertStoreLocation cert:\localmachine
\<My_ DNS hostname >

2. Run the following PowerShell command:
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Export-Certificate -Cert (Get-ChildItem -Path cert:\LocalMachine
\<My DNS hostname>\B6FA9B3A0FEB81E77BC0708 55) -FilePath
"C:\Program Files\Hitachi\UCP Advisor\Cert\UCPAdvisor.cer"

3. Restart the web service.

If the symptoms persist even after you create the certificate, clean up the SSL certificate
for port 23011 by performing these additional steps:

1. Run the following command to identify the SSL certificate:

netsh http show sslcert ipport=0.0.0.0:23011

2. Run the following command to remove the SSL certificate from port 23011:
netsh http delete sslcert ipport=0.0.0.0:23011
3. Delete the SSL certificate from the certificate store. Locate the SSL certificate with

the thumbprint that matches the output Certificate Hash in the certificate store
called Local Computer in the Certificates MMC snap-in.

4. Delete the SSL certificate.
5. Delete all filesin the C:\Program Files\Hitachi\UCP Advisor\Cert folder.
Create and export a new self-signed SSL certificate by performing these steps:

1. To create a new self-signed SSL certificate, run New-SelfSignedCertificate. The
cmdlet outputs the new certificate thumbprint.

2. Inthe PowerShell console Window, run the following cmdlet:

New-SelfSignedCertificate -dnsname <host name> -
CertStorelLocation cert:\LocalMachine\<My DNS hostname>

3. To export the new self-signed SSL certificate as a .cer file from the certificate store,
run the following command:

Export-Certificate -Cert cert: \LocalMachine\<My DNS hostname>\
<New-SelfSignedCertificate Thumbprint> -FilePath "C:\Program
Files\Hitachi\UCP Advisor\ Cert\UcpAdvisor.cer"

4. Restart the UCP Advisor web service.

Troubleshooting UCP Advisor after running the installer

Use the following guidelines and suggested steps to help resolve common UCP Advisor
failures after running the installer.
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Troubleshooting vRealize Orchestrator

Condition:
After a successful UCP Advisor installation, you cannot access the Dashboard or
launch a UCP Advisor instance.

What it Means:
This may happen when one or more services required by UCP Advisor are not
running.

Corrective Action:
Verify that the required UCP Advisor services are all running. If the services are not
running, start any stopped services with the following steps:

1. From the taskbar, click Services.
Verify that all of the following services are running:
« Hitachi UCP Advisor Services
« Hitachi vRO Converge Web Service
« Hitachi UCP Advisor Hi-Track Web Service
« Redis
« Hitachi UCP VI Service
« Hitachi Syslog Agent for vRLI
« HiWatchdogServiceForUCPAdvisor

2. If one of the services is not running, right-click on the service.
3. Click Restart.

Troubleshooting vRealize Orchestrator

Use the following guidelines and suggested steps to help resolve common vRO failures.
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Condition:
Clicking on vRealize Orchestrator generates an error.

Cannot navigate to e desired location

Error details: Cannot refrieve the navigation path for extension
wsphere veo workBews collection

taultC ode:Server Processing faultSnng:java lang Exception

Invalid extension id vsphere veo wodkflows collaction’
taultfetail nulr

Show error stack

What it Means:

This may happen when vRealize Orchestrator is not properly configured with
vCenter.

Corrective Action:

Verify that vRealize Orchestrator is registered with the vCenter server before
invoking vRealize Orchestrator from the UCP Advisor application.

Troubleshooting slow performance

Use the following guidelines and suggested steps to help resolve common UCP Advisor
slow performance issues.

Condition:
You have successfully installed UCP Advisor, but performance for navigation and
adding devices is slow.

What it Means:
Frequently, this means that several UCP Advisor resources may be overloaded.

Corrective Action:
Verify that UCP Advisor resources are not overloaded by following these steps:

1. Verify that the Hypervisor is not overloaded to the point where the performance is

degraded. If the Hypervisor is heavily loaded, consider moving the appliance to a
host that is not as busy.

2. Verify that an appropriate amount of free disk space remains.
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Troubleshooting switch upgrade failures

Use the following guidelines and suggested steps to help resolve switch upgrade failures.

Condition:
A failure occurs during the upgrade of Brocade G620 and Cisco 3048, 93180YC, or
93180LC switches when the SSH host keys have been changed.

Following is an example of the type of error message that is output for this
condition.

Error - Failed to upgrade firmware. Failed to upgrade network
switch firmware with firmware file /UCPFirmware/Firmware/FC/
G620/v8.0.1. Failed to upgrade network switch firmware with
firmware file /UCPFirmware/Firmware/FC/G620/v8.0.1. One or more
parameters are not valid. The server is inaccessible or
firmware path is invalid. Please make sure the server name/IP
address and the firmware path are valid, the protocol and
authentication are supported. It is also possible that the RSA
host key could have been changed and please contact the System
Administrator for adding the correct host key. at
Hitachi.Storage.ExceptionHelper 2.ThrowNewException (L logger,
Exception exception, T id, Object[] args)

What it Means:
As a security precaution, the upgrade of switches fails when the SSH host keys
have been changed.

Corrective Action:
Clear the list of trusted SSH hosts for switches where the upgrade fails as follows.

For Brocade switches, issue the following:

admin> sshutil delknownhost -all This Command will delete all the
known host keys. Please Confirm with Yes(Y,y), No(N,n) [N]: y All
Known Host(s) deleted Successfully.

For Cisco System switches, issue the following:
R1-93180LC-EX-B# clear ssh hosts

R1-93180LC-EX-B#

Troubleshooting Fibre Channel switch functionality failures

Use the following guidelines and suggested steps to help resolve common UCP Advisor
Fibre Channel switch issues.
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Manually unregister UCP Advisor plug-ins from vCenter

Condition:

Add FC switch throws functionality error.

Error - Failed to get FC network switch status information.
This functionality or a part of it is not supported for this
device. Authentication failed. Please check your username and
password.

What it means:

The SNMP config SNMPV1 might be disabled.

Corrective action:

Login to the Fibre Channel switch using SSH, then run the following command:

snmpconfig --enable snmpvl

Manually unregister UCP Advisor plug-ins from vCenter

After uninstalling older versions of UCP Advisor, you need to unregister the UCP Advisor
plug-in from vCenter.

Procedure
1. Browse to the following path:
https//VCSA IP Address/mob
2. Select and unregister the hitachi.ucp.advisor extension.
3. Go to the Extension Manager and click Unregister extension.
4. Unregister com.hitachi.ucp.advisor.
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