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Preface

About this document

This guide provides instructions for deploying Global-Active Device Cloud Quorum in AWS
version 2.0.0 as well as upgrading from a previous version to 2.0.0. The main difference in
the new version is a change in the operating system from Amazon Linux 2 to SUSE Linux 15
SP4.

Document conventions

This document uses the following typographic convention:

Convention Description

Bold e |[ndicates text in a window, including window titles, menus,
menu options, buttons, fields, and labels. Example: Click OK.

¢ Indicates emphasized words in list items.

Italic Indicates a document title or emphasized words in text.

Monospace Indicates text that is displayed on screen or entered by the user.

Example: pairdisplay -g oradb

Intended audience

This document is intended for Hitachi Vantara and Global-Active Device users with an
interest in installing or upgrading GAD Cloud Quorum running AWS Linux OS to the latest
version of GAD Cloud Quorum (v2.0.0) running SUSE Linux 15 SP4.

Referenced documents

e Hitachi Global-Active Device User Guide
e Linux SCSI Target: Targetcli
e Global-Active Device Cloud Quorum Implementation Guide

Accessing product downloads

Product software, drivers, and firmware downloads are available on Hitachi Vantara Support
Connect: https://support.hitachivantara.com/.



https://knowledge.hitachivantara.com/Documents/Management_Software/SVOS/9.8.5/Global-Active_Device/01_Overview_of_global-active_device
http://linux-iscsi.org/wiki/Targetcli
https://support.hitachivantara.com/

Log in and select Product Downloads to access the most current downloads, including
updates that may have been made after the release of the product.

Comments

Please send us your comments on this document to GPSE-Docs-
Feedback@hitachivantara.com. Include the document title and number, including the
revision level (for example, -07), and refer to specific sections and paragraphs whenever
possible. All comments become the property of Hitachi Vantara.

Getting Help

Hitachi Vantara Support Connect is the destination for technical support of products and
solutions sold by Hitachi Vantara. To contact technical support, log on to Hitachi Vantara
Support Connect for contact information: https://support.hitachivantara.com/en_us/contact-
us.html.

Hitachi Vantara Community is a global online community for customers, partners,
independent software vendors, employees, and prospects. It is the destination to get
answers, discover insights, and make connections. Join the conversation today! Go to
community.hitachivantara.com, register, and complete your profile.



http://support.hitachivantara.com/
https://support.hitachivantara.com/en_us/contact-us.html
https://support.hitachivantara.com/en_us/contact-us.html
http://community.hitachivantara.com/
http://community.hitachivantara.com/

Executive Summary

Global-Active Device (GAD) Cloud Quorum is a virtual machine image provided by Hitachi Vantara
through the Amazon Web Services (AWS) Marketplace. Its purpose is to simplify and enhance GAD
by replacing an on-premises quorum with an automatically configured, easy-to-use cloud quorum. In
addition to being easier and faster to deploy, a cloud quorum also makes GAD more resilient against
outages: Quorums hosted at the same location as their storage systems create a single point of
failure. This is avoided by hosting the quorum disk on-premises at a separate datacenter; however,
with GAD Cloud Quorum, you can achieve the same result without the associated overhead. This
guide provides instructions on how to set up, upgrade, and use GAD Cloud Quorum on AWS.

If you are running an existing GAD Cloud Quorum that is older than v2.0.0 and want to upgrade to
the latest GAD Cloud Quorum in AWS (v2.0.0) running SUSE Linux 15 SP4, you must run a few
raidcom commands to complete the upgrade process. Overall, the upgrade process is very simple
and non-disruptive to your GAD environment.



Configuration and Specifications

Figure 1 provides a high-level illustration of the connectivity between on-premises Virtual
Storage Platform (VSP) storage systems and an iSCSI target virtual machine in the AWS cloud.

i

On-premise Arrays
172.23.88.0/21

IE' ﬁ | VPN Tunnel —

vm

VPN Gateway Internet

sompeN asiwaid-ug

targetcli

Figure 1: Test Environment

VPN Gateway

During the certification of this solution, we determined that the AWS VPN Gateway plays an
important role. You must use a sufficiently large VPN Gateway to support quorum traffic.
Otherwise, the iSCSI paths between the storage systems and AWS virtual machine experience

frequent timeouts and disconnects.

AWS Virtual Machine

The following settings were used for the virtual machine image:

e Operating system: SUSE Linux Enterprise Server 15 SP4
e Kernel: 4.12.14-197.83-default
¢ Instance type: t2.micro
o CPU: 1 virtual CPU
o Memory: 1 GB
o Disks: Premium SSD 67 GB
e Targeftcli version: 2.1.fb49



Amazon Virtual Machine

Deployment

This section provides instructions for creating the virtual machine on AWS that will function as
the iSCSI target.

We assume that you are familiar with using an SSH public key for authentication, so we do not
cover this topic. For this deployment, we recommend you use an AWS Region and Availability
Zone located within 40ms ping of your VSP storage systems.

In our testing performed in the western US connected to our lab in Denver, CO, we saw a ping

of ~30ms. In this testing, under Availability options, no infrastructure redundancy was used. For
more ways to improve the redundancy, see Higher Availability with Global-Active Device Cloud
Quorum Using AWS Auto Scaling

1. To use Amazon EC2 services, navigate to the Instances screen and click Launch

© NewEC2 x Instances info Instance state v H Actions ¥ ‘ Launch instances n
Experience
el e vt you think | Q Find instance by attribute or tag (case-sensitive) | 1 @
[Instance state = running | X | [ us-east-1a [X| [ Clearfilters |
EC2 Dashboard
EC2 Global View Name ¥ | Instance ID | Instancestate ¥ | Instancetype ¥ | Status check | Alarm status | Availability Zone ¥
Events No matching instances found

Tags

Limits,

Instances

<

Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts

Scheduled Instances

2. Under Application and OS Images (Amazon Machine Image), enter Global-Active Device
Cloud Quorum.

¥ Application and OS Images (Amazon Machine Image) info

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to
launch your instance. Search or Browse for AMls if you don't see what you are looking for below

Q, Global-Active Device Cloud Quorun‘l x
Recents My AMis Quick Start
Amazon mac0Ss Ubuntu Windows Red Hat S Q
Linux
Browse more AMIs
>
aws % ubuntu® B2 Microsoft & RedHat Including AMIs from
Mac AWS, Marketplace and
the Community

Amazon Machine Image (AMI)

[ D AR TLIVAAY Vvnal £ 10 €EN Wnalima Tona Crmn tiar alinikla |


https://community.hitachivantara.com/blogs/jonathan-de-la-torre/2022/10/31/higher-availability-with-global-active-device-clou

After clicking enter, you will see the following image under AWS Marketplace AMIs:

‘ Q_ Global-Active Device Cloud Quorum X |E
Quickstart AMIs (0) My AMIs (0) AWS Marketplace AMIs (1) Community AMIs (0)
Commenly used AMIs Created by me AWS & trusted third-party AMIs Published by anyone
Refine results Global-Active Device Cloud Quorum (1 result) showing 1 -1 <1 0@
. ‘ Sort By: Relevance v

Categories

Infrastructure

Software (1) Global-Active Device Cloud Quorum m

itachi 7} | Ver 1.0.1
. HITACHI By Hitachi Vantara LLC [ | ver

¥ Publisher |nspiv=AtIENerk

Global-active device (GAD) enables you to create and maintain synchronous, remote copies of data volumes. A

(1) Hitachi Vantara LLC (1) quorum disk is used to monitor the GAD pair volumes. The quorum disk acts as a heartbeat for the GAD pair, with

both storage systems accessing the quorum disk to check on each other..
‘w Pricing model

[] Free (1)

3. Select the image and click Continue.

Global-Active Device Cloud Quorum
HITACHI l—llit_achi }Jantara LLC[A
Inspire the Next """ 0 AWS reviews [A

Free Tier

Overview Product details ‘ Pricing ‘ Usage ‘ Support

Global-active device cloud quorum monitors data consistency between storage arrays in a Hitachi Global-active device configuration.

Typical total price Latest version Video
$0.012/Hr 1.01 Product Video [2
Total pricing per instance for services hosted on t2.micro in

us-east-1. Delivery methods Categories

See additional pricing information. Amazon Machine Image @ Storage

Backup & Recovery
Operating systems

Amazon Linux 2.0.20210318.0

Continue




4. From the Network setting drop-down menu, click Edit.

For the initial configuration, we recommend Disable from the Auto-assign Public IP list to
prevent unauthorized access to the virtual machine.

¥ Network settings

VPC - required Info
(default) o &

Subnet Info

Mo preference v c Create new subnet

2

Auto-assign public IP Info

Disable v _

Firewall (security groups)

A security group is a set of firewall rules that control the traffic for your instance. Add rules to allow specific traffic to reach your
instance.

© Create security group Select existing security group

Security group name - required
launch-wizard-7

This security group will be added to all network interfaces. The name can't be edited after the security group is created. Max length is
255 characters. Valid characters: a-z, &-Z, 0-9, spaces, and ._-/()#,@[]+=8&;{}!3*

5. From the Advanced details drop-down menu, under user data, enter the following and then
add the iSCSI Qualified Names (IQN) of your GAD storage system ports separated by
spaces:

#!/bin/bash
/home/ec2-user/quorum setup/quorum setup.sh

10



Metadata version Info

Select v

Metadata response hop limit Info

Allow tags in metadata Info

Select v

User data Info

#l/bin/bash
/home/ec2-user/fquorum_setup/guorum_setup.sh

User data has already been basef4 encoded

Ports/Host Groups/iSCSI Targets

Targets

Number of Ports Target

Bidirectional

Total

Host Groups / iSCSI Targets Hosts Ports Login WWNs/iSCSI Names CHAP Users

Edit T10 PI M

l aFiter || on B3] | Select All Pages || Column Settings |

IPv4
Port ID Type Mode WWN / ISCSI Name
. S s
IP Address
(| 1@ CL1-A Fibre scsl = S0060EB008775400 -
L LdaLLS';A Fibre SCsl = S0060EB008775420 -
% CL1-G isabled ign.1994-04.jp.co.hitachi:rsd.r90.i.087754.1g
E‘ CL1-G Disabled 1994-04 hitachi:rsd.re0.i.087754.1
m ] e _ Disabled ign.1994-04.jp.co.hitac! 0.i.0877

L @ CLi-C Fibre SCsI - S0060EB008775402 -

Note: You can find your VSP IQNs by using Storage Navigator.

11



6.

7.

If you do not have an existing key pair or do not want to use an existing key pair, click
Create a new key pair from the Key pair (login) drop-down menu, enter a name for the

pair, and then click Create Key Pair.

v Key pair (login) info

You can use a key pair to securely connect to your instance. Ensure that you have access to the selected key pair

before you launch the instance.

Key pair name - required

Click Launch instance.

¥ Summary

Number of instances Info

1

Software Image (AMI)
Global-Active Device Cloud Quo.
ami-0BFOfE00eEhded 160

Wirtual server type (instance type)

2 micro

Firewall {security group)

New security group

Storage (volumes)
2 volume(s) - 75 GiB

C Create new key
pair

12



Firewall Exemption

This section provides instructions for creating a firewall exemption on the AWS network so that
the TCP traffic on port 3260 can enter the VCP network. Note that port 3260 is the default port
used for iSCSI.

1. On the Instances page, select the virtual machine, click the Security tab, and then select
the security group attached to the instance.

Name v Instance ID Instance state v Instance type ¥ Status check Alarm status Availability Zone ¥ Public IPv4 DNS

‘ JonCQ2 i-03af59d0ea23ddac3 @ Rumning @ t2micro @ 2/2 checks passed  Noalarms  +  us-west-1a =

Instance: i-OSafSSMMﬂac}(JonCQZ) B X

Details Security Networking Storage Status checks Menitoring Tags

¥ Security details

1AM Role Owner ID Launch time
- 981486659064 Wed Nov 17 2027 11:44:46 GMT-0800 (Pacific Standard Time)

Security groups

sg-09aed0738f38a0a44 (launch-wizard-137) ‘

P Inbound rules

¥ Outbound rules

2. Select the Inbound rules tab and then click Edit inbound rules.

EC2 Security Groups 5g9-09aed0738f38a0a44 - launch-wizard-137

sg-09aed0738f38a0a44 - launch-wizard-137
Details
Security group name Security group 1D Description VPCID
launch-wizard-137 sg-09aed0738f38a0ad4 launch-wizard-137 created 2021-11- vpc-075201acbaecd164c [4

17T11:44:40.685-08:00

Owner Inbound rules count Outbound rules count
981486659064 1 Permission entry 1 Permission entry
Inbound rules Outbound rules Tags

@ You can now check network connectivity with Reachability Analyzer Run Reachability Analyzer X ‘

Inbound rules (1/1) ‘ Manage tags Edit inbound rules |

Q 1 @
Name v Security group rule... ¥ IP version v Type v Protacol v Port range v Saurce v
‘ = sgr-0d8dfc80c7edfdess 1Pv4 SSH TP 22 0.0.0.0/0

Click Add Rule.

Enter the following values and then click Add:

13



Edit inbound rules

Inbound rules e
Security group rule ID Type info Protocol Info Portrange Info  Source Infe Description - optional  Inf
sgr-0d8dfc80c7edfded3 SsH v Custom ¥ Q ‘ Delete ‘

0.000/0 X

Custom TCP v

w
Y
3
S

astom ¥ | | Q SCsi traffic [ oetete |

17217.173.0/24 X
Add rule

Cancel Preview changes

e Type: Custom TCP Rule
e Port range: 3260
e Source: Click Custom and then enter the subnet of the storage system iSCSI ports.
e Descriptions: iSCSI traffic
5. Click Save rules.
You do not need to add an outbound rule for TCP 3260.

Access Quorum VM

This section provides instructions for verifying that the quorum was set up properly and for
configuring the quorum after setup.

1. Use an SSH client (such as putty) to log in to your quorum VM. Use the private IP and SSH key
assigned to your VM.
2. Login to the quorum. The default username is ec2-user.

3. Run the configuration script: ./menu. sh

Global-Active Device Cloud Quorum Menu

14



[LUNs:

If the setup was successful, you will see volume0 and your storage system IQNs listed under the
acls directory.

From the configuration menu, you can also add and remove quorum volumes and IQNs, refresh the
portal, and enable Challenge Handshake Authentication Protocol (CHAP).

Note: If you intend to use CHAP, ensure to enable it during initial configuration because making
changes to CHAP settings in the future may be difficult or not possible.

15



Global-Active Device Quorums

This section describes how to discover the volumes from the iSCSI target virtual machine and
turn them into GAD quorums. The procedure is the same as it is to virtualize a physical Fibre
Channel or iSCSI storage system.

Create iSCSI Paths

1. Log in to Storage Navigator.
2. On the left side, click External Storage, and then click the iSCSI Paths tab.

Explorer External Storage

$15-5100-2N &7, 30691) > External Storage

Number of External Storage Systems Nurnber of External Volumes

Humber of External Paths o] External Volume Capacity

Number of iSCSI Paths

External Storage Systems External Paths iSCSI Paths

| Devices

hs =
-|;kFI.Ib.|r ]|m | Salact All E{gu |.|-<.:o.li.|rnn S.ttlngs]
Local Rermote

arnal Storage

CHAP Us TCP P SCSIT Authentical
= port 1D virtual Port 1D Usar IP Address ort 1508 Targat uthantics
Name Number Name Method

3. Click Add iSCSI Paths.
Click Discover iSCSI Targets.

For each storage system iSCSI port that will connect to the AWS VM, complete the
following steps:

Discover iSCSI Targets

Enter the raquired information to discover the iSCSI paths. Click Add to add the discovery targets, and then dick OK.

Local Port ID: CL2-H v | Discovery List
Local Virtual Port ID: v \MI

Local Rermote
Remote IP Address: (o) IPvd ) 1Pve
7 ]
10218 Port ID Virtual Port ID 1P Address ;E:n:::t
@leen |-
Rermote TCP Port Number: 2260 Ll cL1-a 5 10.2.1,5 3260
(1-65525)

a. Enter the following:
e Local Port ID: iSCSI port
o Remote IP Address: private IP address of the AWS VM
e Remote TCP Port Number: 3260
b. Click Add.
6. After you finish adding all the required iSCSI ports to the discovery list, click OK.

16



Back on the Add iSCSI Paths window, leave Authentication Method=None and Mutual
CHAP=isabIe and then click Add.

Add iSCSI Paths

1.Add i3CSI Paths

This wizard lets you add iSCS1 paths. To discover available iSCSI paths, Click Discover iSCSI Targets. Enter the iSCSI path settings, and then click Add. Click Finish to confirm.
iSCSI Targets: Discover iSCSI Targets Selected iSCSI Paths
available iSCSI Paths |select All Pages
AFiler | ON [BTT3 | Select All Pages| Option: €] Local Remote
Local Remote (]
Port 1D Virtual Port 1D 1P Address R halk A
4 R Number Name
Port ID Virtual Port ID 1P Address &
Number
@
Add b
< > >
Selected: 2 of 2
Authentication Method: | Nene v |
Mutual CHAP: () Enable () Disable
User Name:
Secret: dl. . L
Remove Selected: 0 of O

8. Click Finish and then click Apply.
The following screenshot shows the iSCSI paths after creation:

External Storage Systems External Paths iSCSI Paths

I Paths Targets relet I Paths More Actions v Sel

| K Filter LM [ select All Paues]lbolumn Settings| Options w Ié—” (—1 ED
Local Remote
Port 1D Virtual Part 1D i:ﬁi“se’ 1P Address EE;E:‘ E:ji“";“ z‘i"h‘:";"a“"” Mutual CHAP

L L‘M - 10.2.1.5 3260 iqn.2003-01.... Mone Disabled

- @Q.L_'Q_-H_ - 10.2,1.5 3260 iqn.2003-01.... Mone Disabled

17



Discover External Volumes

1. Click the External Storage Systems tab and then click Add External Volumes.

External Storage

N

Numnber of External Volumaes

Nurmber of External Storage Systems
Number of External Paths v] External Volume Capacity
Number of iISCSI Paths

External Storage Systems External Path iSCSI Paths

s/ Column Settings|

Number of External

Stat
i Path Groups

Add External Volumes

This wi you virtuslize stor. g8 Bystam,
Salact axtarnal path groups to map paths batw Extarnal Path Group to add & naw group, Click Naxt to add external volumas.

Add External Volumes:

(2 By New Extarnal Path Group:

| Creste Extamal Path Group

External Path Group 1

) By Existing Extarnal Path Group:

3. Click Discover External Target Ports.

Create External Path Group

This wizard creates a group of paths between the external and local storage systems. To discover new external storage/paths, Click Discover External Target Port. Select an external storage system from the
drop-down list, and then select path(s) from the Available Extamal Paths list and dick Add. Optionally, dick Raise Priority or Lowar Priority to change the order of use for the paths.

Initial External Path Group 101 0
(0-63231)
Extarnal Paths: | Discover Extarnal Target Ports
Extarnal Storage System: -
Available External Paths Selected External Paths
aFiker | O [ETT3  [SelectAll Pages| | Optionsw |1 | 1 71
Extar External
Part 1D Type virtusl Port 1D L] Priority Port 10 Type Virtual Port 1D
1P Address WWHN [ I5CS1 1P Address il
Add b
4 Remove
< » < »
Selected: 0 of O L Raise Priority I Lower Priority ] Selected: 0 of 0

18



4. Select the iISCSI ports that defined the iISCSI paths in the previous section and then click
Add.

Discover External Target Ports Ealhs o

This wizard lets you to selact the ports that you want to scan for new external storage systems.

External Ports:

Available External Ports Selected External Ports
Afier | on [T | Select All Pages. [optionsw J(1€][€] + 72 [3][31 Select All Pages
™ Port 1D Type || Port 1D Type
L] cu-e Fibre
! cL3-E Fibre
L] cts-E Fibre - B
L cL7-E Fibre ’ Add.b I
7 . «
lal| cL2-F Fibre ‘ 4 Remove
| cLe-F Fibre
| cLe-F Fibre
]| cLe-F Fibre
1

Selected: 2 of 10 Selected: 0

of 0

5. Click OK.

If discovery is successful, LIO-ORG will be listed as an external storage system as follows:

Create External Path Group

This wizard crestes a group of paths betwaen the external and local storage systems. To discover new axternal storagefpaths, Click Discover External Target Port. Select an external storage systam from the
drop-down list, and than selact path(s) from the Available External Paths list and dlick Add, Optionally, dick Raise Pricrity o Lowar Pricrity to change the order of use for the paths.

Initial External Path Group 1D 0
(0-63231)
External Paths: | Discover External Target Ports |
External Storage System: LIO-ORA [ (generic)/ | w
Available External Paths Selected External Paths
| &Fikar | on [FE3 | select Al Pages _Optisnsw | [2][»] |[Select All Pages| -
Extarnal External
Port ID Type Virtual Port 1D L] Priority Port 1D Type Virtual Port 1D
1P Address WWN [ SCST 1P Address 3
O ecu-e isest | - 10.2.1.3 ian.2003-01. | Addp.
| ez-n iscst - 10.2.1.5 iqn.2003-01.
4 Remove
Fy- » € 3 »
Selected: 0 of 2 | Raige Priority || Lower Priority | Selected: 0 of O

6. Select the discovered external paths and click Add.
7. Click OK.
8. Back in the Add External Volumes screen, click Next.



The following screenshot shows the external volume that was discovered.

Add External Yolumes

ot External Path Group > 2.Add External Volumes

This wizard lets you virtualize storage resources by mapping external volumes to the local storage systern
Select external path groups to map paths between external and local systams, or click Create External Path Group ko add 3 new graup. Click Next to add external volumes,

Selected External Volumes
External Valumes:

| Select &ll Pages| |_options » |

Discovered External Yolumes

AFilter Select All Pages optionsw |[1€][ € 1 f1 [31) || ;“N _ItD)‘H‘ghE“ Device Hama | VOlume Device ID Drive Info
tiority

Properties

= LUN ID (Highest | b jame Capacity Volume Dewice ID Drive T
Priority) Properties
o valured 12.00 GB 0000 60014057341,

Add b
< ] >

Selected: 0 of 1

Initial Parity Group I0: E o1 -
(1-16384) (1-4096)

Dsta Direct Mapping () Enable  (s) Disable

Allow Simultaneous Creation of LDEVs:  (a) Yes () Mo

Use External Storage System (=) Yes () Mo

Configuration:

LDEV Harne: Prafix Initial Nurnber

(Max, 32 characters total including max, 9-digit number, or
blank)

¥ Options

Change Settings ][ Rernove H More Actions vJ Selected: 0 of O

Finish

9. Select the discovered volume and then click Add.

Note: This external volume corresponds to the volume created on your quorum VM.
10. Click Finish and then click Apply.

The following screenshot shows the external volume after it has been successfully virtualized:

Status G Marrmal
Wwendor f Model / Serial Humber LIC-ORG § (generic) £
Mumber of External Paths 2 [(Max Allowed: &)

Mapped Yolumes External Paths

Add External Yolumes Edit External Yolurmeas View External LUM Properties

| X Filter [m |Sa|ect All Dages”Column Settings
D) Status Top LOEW ID R LEEN Cevice Mare fhagnbey Capacity Volume.
Group ID Marme of LDEWs Froperties
L] & EeL-zz @ Mormal 00:00:05 volumen 1 13,00 GB | 0000
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Define GAD Quorums

1. Expand Replication, click Remote Connections, and then click the Quorum Disks tab.

Explorer Remote Connections Last Updated

Remote Storage Systems: 3

Local Storage System

Connections (To)
Systemn: 1

cu o
L .

oy

Con nectiﬁns (From)

Quorum Disks: o Systam: 0
cut [

=
=

Connections (To) Connections (From) Quorum Disks

| RFileer .iO_Hm génlom All Pages | Column Settings | | Options w | 1+

i i Quorumn Disk
| Bty Remote Storage System
B LDEV 1D LDEV Name Status CLPR Capacity

General Tasks

2. Click Add Quorum Disks.
3. For each quorum that you are creating, complete the following steps:

a. Enter the following:
e Quorum Disk ID: a value from the available list

o Available LDEVs: external volume to use as a quorum

¢ Remote Storage System: remote array to pair with this new quorum
b. Click Add.
4. Click Finish and then click Apply.
The following screenshot shows the quorum after it has been successfully created.

Connections (To) ' Connections {From)  Quorum Disks

Jucrum Disks Remove Quoram Dizks Edit Quorum Disks

|[ A Filter Jm | select All Pages|| Colurnn Settings |

GQuaram Dizk

L Cuorumick Remote Storage Systermn
e LDEY ID LDEV Harne Status CLPR Capacity
L] @ oo 00:00:02 @ warrnal 0:CLPRO 12.00 GB | WSP 5000 series / 30548
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Upgrade Instructions

The following instructions describe how to upgrade an existing GAD Cloud Quorum running an early
version to v2.0.0. If you are deploying GAD Cloud Quorum for the first time, ignore these
instructions.

Upgrade Steps

1. Disconnect the old quorum by running the following command:

raidcom disconnect external grp -ldev id <ldev#> | -
external grp id <gno-sgno>

Example: raidcom disconnect external grp -ldev_id 00:00

2. Replace the old quorum with the newly defined quorum by running the following
command:

raidcom replace quorum —-quorum id <quorum id> -ldev id <ldev#>

Example: raidcom replace quorum -quorum id 0 -ldev _id 00:02

Connections (To) Connections (From) Quorum Disks

Add Quorum Disks Rernove Quorum Disks Edit Quorum Disks

| AFilter m | Select All Pages || Column Settings| Options w | 1

= Quorum Disk
Quorurn Disk Remote Storage System 5

LDEV ID LDEV Name Status CLPR Capacity

[l @ oo @ vormal 01CLPRO 13,00 GB | VSP 5000 series / 30548

Note: The LDEV ID used in the command refers to the LDEV ID of the new quorum.

The quorum disk is now changed to the new quorum.
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Clean up

1. Delete the old external volume by running the following command:

raidcom delete ldev -ldev_id <ldev_id>

Example: raidcom delete ldev -ldev id 00:00

Add LUN Paths Edit LDEVs More Actions | ¥ Selected: 0 of 1
AFilter m | Select All Pages || Column Settings | Options w | 1 /1
LDEV ID LDEY SR CRraiy Number of Ernulation Adksikite Parity RAID
-l Narne Paths Type Group ID Level
|| @ 00:00:01 @ Hormal 13.00 GB 0 OPEN-V External = E1-18
@ : @) Hormal 13.00 GB 0 OPEN-V External Quorum Disk El-T4

LDEV 00:00 is no longer shown under LDEVSs.
2. Delete the disconnected external groups by running the following command:

raidcom delete external grp -external grp id <gno-sgno> [-forcible]

Example: raidcom delete external grp -external grp id

The command should return nothing after properly deleting the disconnected external group.
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Appendix A: Mutual CHAP Authentication
(Optional)

This section describes how to configure mutual (bidirectional) authentication with Challenge
Handshake Authentication Protocol (CHAP). Mutual CHAP authentication means that the on-
premises storage systems must authenticate with the AWS virtual machine and vice-versa. This
extra security prevents unintended access from other devices on the same network.

Enable on targetcli

1. Log in to Global-Active Device Cloud Quorum VM.
2. Enable mutual CHAP authentication by entering the following commands:
./menu.sh

6

3. Follow the prompts to set credentials.



Global-Active Device Cloud Quorum Menu

Parameter authent

Inc anc

Enable on iSCSI Ports

1. Log in to Storage Navigator.

2. From the left side of Storage Navigator, click Ports/Host Groups/iSCSI Targets, and then
click the Ports tab.



3. Select the iISCSI ports to configure with mutual CHAP authentication and click Edit Ports.
B wopo -
Host Groups / ISCSI Targets Hosts Ports Login WWNs/ISCSI Names CHAP Users

’rf, Parity Groups
Edit T1O P

Select All Pag olumn Settings

IPvd4

iSCSI Virtual

led Port 1D Type WWN / ISCSI Name

Port Mode IP Address iv
L t‘ CL4-H iSCSI Disabled iqn.1994-04.jp.co.hitachiirsd.r90.i.08... 192.168.0.62
L d CL3-G isCsI Disabled igqn,1994-04.jp. co. hitachi:rsd.r90.i.08... 192,168.0.14
» a ale

<
emote Connectio *

E. CL1-G Disabled iqn.1994-04.jp.co. hitachitrsd.r90.i.08... 172.23.93.96

V]  CHAP User Name: ]
(Max., 223 characters)

k‘._f‘ Secret: e e o o e oo o o ok ok ok o

(12 - 32 characters)

Re-enter Secret: o e ol o oo o o o o o o 3

e CHAP User Name: corresponds to the value for “auth userid” set in targetcli

o Secret: corresponds to the value for “auth password” set in targetcli

Create iSCSI Paths

1. Log in to Storage Navigator.

2. From the left side of Storage Navigator, click External Storage, and then click the iISCSI
Paths tab.

Explorer External Storage

Number of External Storage Systems Nurnber of External Volumes

Humber of External Paths o] External Volume Capacity

Number of iSCSI Paths

External Storage Systems External Paths iSCSI Paths

Rermote

| HAR TCP P CSIT Auth ]
Port ID virtual Port ID A e 1P Address o oSl large el
Name Number Name Method

3. Click Add iSCSI Paths.
4. Click Discover iSCSI Targets.



5. For each storage system iSCSI port that will connect to the AWS VM, complete the
following steps:

Discover iSCSI Targets o | =l |
Enter the required information to discover the iSCST paths. Click Add to add the discovery targets, and then dick OK.
Local Port 10: oLz )
Local Virtual Port 1D+ = | select All Pages|
Remote IP Address: =) IPva ) 1pvé s femers
10.2.1.5 = port 1o virtual Port 1D 1P Address ;S:ﬂ:::t
I N TR N
Remote TCP Port Number: 3260 Ll c1-G6 u 10.2.1.5 3260
(1-65535)
a. Enter the following:
e Local Port ID: iSCSI port
o Remote IP Address: private IP address of the AWS VM
e Remote TCP Port Number: 3260
b. Click Add.
6. After adding all the required iSCSI ports to the discovery list, click OK.
7. Backin the Add iSCSI Paths window, complete the following steps:
v

Authentication Method: | CHAP

Mutual CHAP: ») Enable ) Disable

User Name: -

(Max, 223 characters)

Secret: o o o o o o o o o e e ol o ook

(12 - 32 characters)

a. Enter the following:
e Authentication Method: CHAP
e Mutual CHAP: Enable

o User Name: corresponds to the value for “auth mutual_userid” set in targetcli

o Secret: corresponds to the value for “auth mutual_password” set in targetcli

b. Click Add.
8. Click Finish, and then click Apply.




The following screenshot shows the iSCSI paths after creation:
External Storage Systems External Paths §SCSI Paths

Delete iSCS

| #fier | N [FTT] | Salect All Pages | Column Sattings|

Local Remote

Selected: 0 of

| Optionsw |{I€| €| 1 /1 .4

e r C o §C ¢ Authenticat CHA
PortiaD kbl Pt In CHAP Use 1P ks TCP Port ISCSI Target uthentication 0 1 oo HAP User
Name Number Name Method Name

Ll WPcLi-g s 10.2.1.5 3260 iqn.2003-01.... CHaAP Enabled
Ll WP cLz-H - 10.2.1.5 3260 iqn.2003-01.... CHAP Enabled

The remaining steps to discover external volumes and define GAD quorums are the same as
without mutual CHAP authentication.
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